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\textbf{ABSTRACT}

Aiming at Distributed Permutation Flow-shop Scheduling Problems (DPFSPs), this study took the minimization of the maximum completion time of the workpieces to be processed in all production tasks as the goal, and took the multi-agent Reinforcement Learning (RL) method as the main frame of the solution model, then, combining with the NASH equilibrium theory and the RL method, it proposed a NASH Q-Learning algorithm for Distributed Flow-shop Scheduling Problem (DFSP) based on Mean Field (MF). In the RL part, this study designed a two-layer online learning mode in which the sample collection and the training improvement proceed alternately, the outer layer collects samples, when the collected samples meet the requirement of batch size, it enters to the inner layer loop, which uses the Q-learning model-free batch processing mode to proceed and adopts neural network to approximate the value function to adapt to large-scale problems. By comparing the Average Relative Percentage Deviation (ARPD) index of the benchmark test questions, the calculation results of the proposed algorithm outperformed other similar algorithms, which proved the feasibility and efficiency of the proposed algorithm.
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1. Introduction

Under intelligent manufacturing mode, cross-product value chain integration has become a normal situation, for example, many parts of air conditioners and refrigerators are similar or even the same, so to reduce costs, they can be produced and processed via distributed production. On this basis, this paper abstracted the problem of distributed production in different geographical locations to a DFSP, and divided it into two sub-problems, the reasonable allocation of workpieces among factories, and the processing sequence arrangement within a factory.

distributed estimation algorithm, and they used their respective algorithm to solve the problem. Rifai et al. [12] proposed a multi-objective adaptive large neighborhood search algorithm based on the Pareto front to study the distributed reentrant arrangement flow shop. Wang et al. [13] proposed a hybrid distributed estimation algorithm based on fuzzy logic to solve the production scheduling problem with the maximum completion time criterion under machine failure conditions. Komaki and Malakooti [14] proposed a generalized variable neighborhood search meta-heuristic algorithm to solve the problem of minimizing the maximum completion time of the distributed no-waiting flow shop scheduling problem. Chen et al. [15] proposed the non-dominated sorting genetic algorithm (NSGA) to the design of non-compact flow shop scheduling plan, and successfully solved the multi-objective optimization problem considering process connection, Lebbar et al. [16] proposed a computational evaluation of a new mixed integer linear programming (MILP) model developed for the multi-machine flowshop scheduling, Rathinam et al. [17] proposed heuristic based methodology to solve permutation flow shop scheduling.

As the multi-agent Deep Reinforcement Learning (DRL) technology [18] is developing rapidly, the multi-agent application of the Q-learning algorithm has become more prominent [19-22], and scholars have successively applied this new technology to combinatorial optimization problems such as workshop scheduling, and obtained a series of research results. For example, a few studies [23-26] explored deep into the communication and cooperation between the multiple agents of DRL. Omidshafiei et al. [27] studied multi-task and multi-agent RL problem, and proposed a method to upgrade single-task strategy to multi-task strategy. Sunehag et al. [28] used a new value decomposition network structure to train individual agents to solve the joint reward problem of multiple agents. Li et al. [29] proposed a workflow job scheduling algorithm based on load balancing, and the research results showed that the proposed algorithm can effectively utilize the cloud resources. Neary et al. [30] studied the interaction of collaborative multi-agent RL in a shared environment. Some scholars applied Nash equilibrium and multi-agent RL algorithm to optimal control problems [31, 32]. Shah et al. [33] studied the Nash equilibrium RL problem of the two-person zero-sum game. Feng et al. [34] proposed a polynomial time algorithm for dual-agent scheduling problem to find all Pareto optimal solutions.

In summary, this paper took DFSP as the research object and proposed new NASH-Q DRL algorithm to solve DFSP based on existing multi-agent RL theory and algorithm results, and the problem was solved by a data-driven method, which avoided the design of complex heuristic rules.

2. Problem description

Distributed workshop scheduling can be divided into several types: distributed parallel machine scheduling, distributed flow shop scheduling, distributed job shop scheduling, distributed assembly scheduling, and distributed flexible workshop scheduling. This paper aims at the DPFSP, namely the distributed permutation flow shop scheduling problem, before solving the problem, it's assumed that each factory has one flow production line, the production capacity of each factory is the same, each factory has the same workshop layout, the same number of machines, and the same processing ability for all workpieces.

![Fig. 1 Scheduling of distributed flow shop](image)
In DPFSP, the first thing to do is to solve the workpiece allocation problem in each workshop, that is, to allocate workpieces to be processed to each workshop according to certain initial conditions; the second is to solve the workpiece processing sequence on the production line in each workshop, that is, to arrange the processing sequence of the workpieces that have been allocated to a same workshop, and use machines to process the sorted workpieces one by one. Due to mutual coupling, the problem shows high complexity, Fig. 1 gives a diagram of the scheduling of distributed flow shop.

In problem solving, the goal is to minimize the maximum completion time of all workpieces. The maximum completion time of DPFSP means the total completion time of all the workpieces, which is determined by the workshop with the longest completion time, and this workshop is called the key workshop in this study. Assume: a processing task has a total of $n$ workpieces that need to be processed in $F$ workshops, each workshop has $m$ machines, and each workpiece needs to go through $m$ processing procedures, the processing procedures of all workpieces are the same, once the workshop is decided for a workpiece, all procedures need to be completed within this workshop, the numbers of workpieces allocated to each workshop are $(n_1, n_2, \ldots, n_F)$, the processing time of workpiece $i$ on machine $j$ in workshop $f$ is denoted as $p_{i,j}^f$, the completion time of the $k$-th workpiece on machine $j$ is denoted as $C_{k,j}^f$, the processing sequence of workpieces is denoted as $\pi^f$, the overall scheduling scheme is denoted as $\pi = [\pi^1, \pi^2, \ldots, \pi^F]$, then the objective function is:

$$C_{\text{max}}(\pi) = \max\{C_{\text{max}}(\pi^f)\} \quad f = 1, 2, \ldots, F$$

(1)

3. Used methods

3.1 Multi-agent DRL

Multi-agent RL needs to be described by Markov game, because at a same moment, multiple agents respectively take independent actions, after the actions are performed, the reward received by each agent is not only related to itself, but also related to other agents, there’re mutual game relationships among agents, and the multi-agent RL system can be described in the following form:

$$(N, S, A, T, R, \gamma)$$

(2)

where, $N$ represents the number of multi-agents; $S$ represents the state of the system; $A$ represents the set of actions of the agents, which is consisted of $a_1, a_2, \ldots, a_N$; $T$ represents the state transition function, namely $T: S \times A \times S \rightarrow [0,1]$, under state $S$, after action $A$ is performed, the probability distribution of the next state is obtained; $R$ represents the reward obtained by the agents, that is, $R_i(S, A, S')$ represents the reward obtained by agent $i$ for performing action $A$ and transforming from state $S$ to state $S'$; $\gamma$ represents the learning rate. Each agent performs different actions, and all actions constitute systematic joint actions, which make the environment undergo changes and reach a new state, and each agent gets its own reward value, as shown in Fig. 2.

Each agent in the multi-agent system needs to interact with the environment to obtain reward values, thereby improving the strategy and obtaining the optimal strategy in the current environment. The process of the strategy learning is the multi-agent RL.

The matrix game can be expressed as $(N, A_1, A_2, \ldots, A_N, R_1, R_2, \ldots, R_N)$, where $N$ is the number of agents in the system, $A_n$ is the action set of the $n$-th agent, and $R_n$ is the reward function of the $n$-th agent, apparently, the reward obtained by each agent is related to the joint actions of the system, $A_1 \times A_2 \times \ldots \times A_N$ represents the space of joint actions. The strategy of each agent is the probability distribution of the action space, and the goal of each agent is to get the maximum reward value. Assume $\pi_n$ represents the strategy of agent $n$, $(\pi_1, \pi_2, \ldots, \pi_N)$ represents the joint strategy of the system, then the value function of agent $n$ can be expressed as $V_n(\pi_1, \pi_2, \ldots, \pi_n, \ldots, \pi_N)$. 
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If there is \( \pi_n \in \prod_n \), \( n = 1, 2, \ldots, N \) in the joint strategy \( (\pi_1^*, \pi_2^*, \ldots, \pi_N^*) \) of the matrix game, and it satisfies \( (\pi_1^*, \pi_2^*, \ldots, \pi_N^*) \leq (\pi_1^*, \pi_2^*, \ldots, \pi_N^*) \), then it is a NASH equilibrium.

In multi-agent RL algorithm, the NASH equilibrium can be described as:

When the system performs joint actions \( (m_1, m_2, \ldots, m_N) \), the expected reward obtained by agent \( n \) is \( R_n(m_1, m_2, \ldots, m_N) \).

\( \pi_n \) represents the probability of agent \( n \) choosing action \( m_n \), then the NASH equilibrium can be defined as:

\[
\pi_n(m_n) \leq R_n(m_1, m_2, \ldots, m_N) \pi_1^*(m_1) \ldots \pi_N^*(m_N)
\]

\( \pi_n \in \prod_n, n = 1, 2, \ldots, N \).

The Minmax-Q algorithm is an earlier multi-agent method for random decision-making [35]. The algorithm solves the zero-sum game of two agents, and theoretically proves the convergence of the algorithm. However, due to the limitation in actual applications, the algorithm can hardly solve general sum problems. Aiming at this shortcoming of the Minmax-Q algorithm, the NASH-Q algorithm [36] extends to the multi-agent complete information general sum random game problems, and it uses NASH equilibrium to define the value function.

The random game is the random game process of \( N \) agents, it can be expressed as Eq. 3:

\[
(N, S, A_1, A_2, \ldots, A_N, T, R_1, R_2, \ldots, R_N, \gamma)
\]  

\( \gamma \) represents the learning rate, the strategy of agent \( n \) is defined as \( \pi_n: S \rightarrow \Omega(A_n) \), which represents the probability distribution from the state to the agent action space, wherein \( \Omega(A_n) \) represents all possible sets of the action space probability distribution of agent \( n \).

The cumulative discount value function of agent \( n \) under the current strategy \( \pi \) can be described by Eq. 4 as:

\[
V_\pi^n(s) = \sum_{t=0}^{\infty} \gamma^t E_{\pi} [R_t^n | s = s_0, \pi]
\]  

The action value function can be described as Eq. 5:

\[
Q_\pi^n(s, A) = R_n(s, A) + \gamma E_{s' \sim T}[V_\pi^n(s')] 
\]
The value function described by Eq. 5 is based on the condition of single agent, the action $A$ in the formula is the joint action adopted by each agent, obviously, the action value function of the agents is based on the system state and the joint action space.

Integrating Eq. 5, Eq. 4 can be rewritten as Eq. 6:

$$V^n_i(s) = E_{A^{-i}}[Q^n_i(s, A)]$$  \hspace{1cm} (6)

It represents that the state value function is obtained through the expectation of the action value function.

Under the state that each agent performs discrete actions, the multi-agent RL is modeled through random games. Under the condition that each agent in the system doesn’t know the rewards of other agents, still each agent can observe the previous behaviors of other agents, and respond to the instant rewards generated.

The MiniMax-Q learning algorithm is usually used to solve zero-sum game problems, its core idea is that each agent maximizes the expected reward value in the worst case in the game with the opponent, it solves the Nash equilibrium strategy of the game under specific state $s$ by constructing MiniMax linear programming method, and uses the time-series difference method to iteratively learn the state value function or the action value function. In the zero-sum game of two agents, for a given state $s_0$, the state value function of the $n$-th agent can be defined as Eq. 7:

$$V^n_i(s_0) = \max_{\pi_n(s_0)} \min_{a_n \in A_n} \sum_{a_{-n} \in A_{-n}} Q^n_i(s_0, a_n, a_{-n}) \pi_n(s_0, a_n)$$ \hspace{1cm} (7)

where, the value of $n$ is 1 or 2, and $a_{-n}$ represents actions other than $a_n$.

This paper aims to use multi-agent method to solve the distributed production scheduling problem, therefore, based on the MiniMax-Q learning algorithm, it extends to the general sum game problem of multi-agents, namely the NASH Q-learning algorithm, which uses quadratic programming method to solve the Nash equilibrium point, in the game of each state, it could find out the global optimal point or the saddle point, so that the system can converge to the NASH equilibrium point in the cooperative equilibrium or the adversarial equilibrium.

### 3.2 Multi-agent MF-DRL algorithm

Mean Field Theory is a method for studying complex multi-agent problems using machine learning and physical field theories [37], it can simplify random models with huge scale or complex structure.

The overall goal of using multiple agents to solve distributed production scheduling problems is to minimize the completion time. Each agent must learn the optimal strategy to cooperate with the overall goal of the system, and the solution algorithm was improved based on the work of Ruiz et al. [38]. It’s assumed that, $\pi$ represents the joint strategy of the system, $\pi_i$ represents the strategy of agent $i$, $\nu_i$ represents the value function of agent $i$, $N$ represents the number of agents; $\pi^*$ represents the joint strategy of the system under NASH equilibrium, and strategy $\pi^*$ is consisted of $N$ agent strategies ($\pi^*_1, \pi^*_2, ..., \pi^*_N$); the system state is $s$, then the strategy of agent $i$ is $\pi^*_i$, and the strategy of other agents except for agent $i$ in the joint strategy $\pi^*$ is represented as $\pi^*_{-i}$, namely $\pi^*_{-i} = (\pi^*_1, \pi^*_2, ..., \pi^*_{i-1}, \pi^*_{i+1}, ..., \pi^*_N)$, and the value function of agent $i$ can be described by Eq. 8:

$$v_i(s; \pi^*) = v_i(s; \pi^*_i, \pi^*_{-i})$$ \hspace{1cm} (8)

According to the feature of NASH equilibrium, Eq. 9 could be obtained as:

$$v_i(s; \pi^*_i, \pi^*_{-i}) \geq v_i(s; \pi_i, \pi^*_{-i})$$ \hspace{1cm} (9)

The multi-agent system is in the optimal state at this moment, in the system, agent $i$ executes tasks according to strategy $\pi^*_i$, and other agents execute tasks according to strategy $\pi^*_{-i}$, obviously, $i \in \{1, 2, ..., N\}$, that is, any agent in the system has the opportunity to act as an independent agent, and each agent has the opportunity to act as a virtual agent and work with other agents to play the game with independent agents in the system.
The initial state of the system is $s$, then the value function of the system can be described by Eq. 10:

$$v^*(s) \equiv [v_1(s), v_2(s), \ldots, v_N(s)]^T.$$  \hspace{1cm} (10)

The Q-value of the current state is initialized according to the definition of the NASH Q-learning algorithm, and is updated continuously through iterations, also, a NASH factor is added during Q-value update to ensure that the Q-value update can satisfy the compression mapping requirements. At the same time, the relationship between the Q-value function and the state value function can be known from Eq. 6, that is, the state value function can be updated synchronously and reach the NASH equilibrium.

In a multi-agent system, it can be known from Eq. 3 that the dimension of the contact action is determined by the number of agents, for any agent $i$ in the system, its action value function $Q_i(s, A)$ can be defined as:

$$Q_i(s, A) = \frac{1}{N-1} \sum_{j \in N - 1} Q_i(s, A_i, A_j)$$  \hspace{1cm} (11)

This definition makes agent $i$ have a connection with action $A_j$ of other agents, and it simplifies the relationships among multiple agents and gives mathematical descriptions. The complex relationships among multiple agents are simplified as pairwise correspondence between agent $i$ and other agents, then by summing and averaging, the internal interactive relationships between agent $i$ and other agents, and between other agents are retained; the pairwise approximation not only reduces the complexity of the interaction between agents, but also implicitly preserves the global interaction between any pair of agents.

In the workshop production scheduling problems, the sorting of workpieces within production line and the exchange of workpieces between production lines are both discrete actions. Assume: agent $i$ has a total of $\chi$ actions, the action space of $A_i$ has a total of $\chi$ components, and each component represents a selectable action. $A_i$ is encoded by the One-Hot encoding method, the position code of the selected action is 1, and the position of other components is 0.

In the algorithm, the distance or similarity between features is calculated by One-Hot encoding, the values of discrete actions are extended to the Euclidean space, and then a certain value of the discrete action can correspond to a certain point in the Euclidean space. At the same time, One-Hot encoding is also adopted for discrete features, which makes the calculation of distances between actions more reasonable. After discrete actions are subject to One-Hot encoding, the features of each dimension can be regarded as continuous features, and can be normalized using the normalization method of continuous features, for instance, they can be normalized to [-1,1] or to a mean of 0 and a variance of 1. The characteristics of One-Hot encoding provide convenience for calculating the mean action in the mean field theory, assuming $\bar{A}_i$ represents the mean action, which is equivalent to the multinomial distribution of the actions of agents in the agent neighborhood, then it can be expressed by Eq. 12:

$$\bar{A}_i = \frac{1}{N-1} \sum_j A_j$$  \hspace{1cm} (12)

where, $A_j$ represents the neighborhood agent action of agent $i$, and it can be expressed by Eq. 13:

$$A_j = \bar{A}_i + \Delta A_{i,j}$$  \hspace{1cm} (13)

where, $\Delta A_{i,j}$ represents the distance between the neighborhood agent action of agent $i$ and the mean action code.

Then on this basis, the paired Q functions in Eq. 11 are analyzed, the first-order approximation of the action value $Q_i$ of the agent is used to convert the interaction of multiple agents into the interaction between two agents (as the number of neighborhood agents increases, the accuracy increases, it’s because the average value of its high-order terms approaches 0), namely the virtual agent that is composed of an agent and its neighborhood agents.

Thus, Eq. 11 can be rewritten as Eq. 14:
\[ Q_i(s, A) = Q_i(s, A_i, \overline{A}_i) \]  

Therefore, the multi-agent interaction is converted into two-agent interaction, that is, the mean field theory is applied to simplify the pairwise interaction between an agent \( i \) and its neighborhood agents to the interaction between the agent \( i \) and the mean value of its neighborhood agents.

After the agent system performs action \( A_i \), the system state transits from \( s \) to \( s' \), and an instant reward \( R_i \) is obtained, then the mean field action value function update formula of the system can be described by Eq. 15 as:

\[ Q_i^{t+1}(s, A_i, \overline{A}_i) = Q_i^t(s, A_i, \overline{A}_i) + \eta[R_i + \gamma v_i^t(s') - Q_i^t(s, A_i, \overline{A}_i)] \]  

where, \( \eta \) represents the learning rate, \( \gamma \) represents the discount factor.

In Eq. 15, the mean field value function is used to replace the commonly used maximum value function to iteratively solve the action value function. The reason is that if the maximum value function is adopted, the cooperation of neighborhood agent strategies is required, and the central agent cannot directly change the strategies of neighborhood agents. Besides, if each agent is greedy to obtain actions, then eventually the algorithm will fail to converge due to the dynamic instability of the environment.

The definition of the state value function is extended to the mean field state value function, which can be expresses by Eq. 16:

\[ v_i^t(s) = \sum_{A_i} \pi_i^t(A_i | s, \overline{A}_i) E_{\overline{A}_i(A_i, \pi_{-i}^t)}[Q_i^t(s, A_i, \overline{A}_i)] \]  

In the staged game at each moment, \( \overline{A}_i \) is obtained via strategy \( \pi_j^t \) of neighborhood agent \( j \) at the previous moment, and strategy \( \pi_j^t \) is also described using parameters of the mean action \( \overline{A}_j^{t-1} \) of the previous moment, its update process is shown as Eq. 17:

\[ \overline{A}_i = \frac{1}{N-1} \sum_j A_j \quad \text{and} \quad A_j \sim \pi_j^t(\cdot | s, \overline{A}_j^{t-1}) \]  

The strategy \( \pi \) in Eqs. 16 and 17 can also be regarded as the probability distribution of actions taken by an agent. Obviously, the probability that an agent \( i \) takes the action \( A_i \) at time moment \( t \) depends on the current state and the mean field action \( \overline{A}_i \), and it can be described as Eq. 18. The agent strategy is a random behavior in which the action obeys a certain probability distribution. The agent influences itself by observing the history behaviors of other agents in the neighborhood. Under a new state, an agent can determine its own best response action based on the history behaviors of other agents. The strategies of other agents in the neighborhood also obey certain probability distribution rules, and the probability distribution can be determined based on prior knowledge and observed values, that is, to determine the strategy. Therefore, by observing the history behaviors of other agents in the learning process, an agent can learn the strategies of other agents and its influence on the system could be obtained.

\[ \pi_i^t(A_i | s, \overline{A}_i) = \frac{\exp[\lambda Q_i^t(s, A_i, \overline{A}_i)]}{\sum_{A_i \in A} \exp[\lambda Q_i^t(s, A_i, \overline{A}_i)]] \]  

Eqs. 17 and 18 are continuously and interactively updated, which can continuously improve the performance of the strategy and obtain the largest cumulative reward value. In addition, an exploratory factor \( \lambda \) is added to Eq. 18 to try different behaviors by sacrificing some short-term benefits, that is, for each current state, with a certain probability, behaviors that have not been tried before in the current state are tried to collect more information so that the agent could reach the optimal strategy in the macroscopic scale. After the agent takes corresponding actions in the current state, it will observe the new state of the system after the joint action is executed, and timely correct the credibility of other agents in the current state.

In a multi-agent system, the learning of any agent should continuously interact with the learning of other agents and continuously modify parameters to achieve the maximum cumulative
reward value of the system, and the relationships among agents should be established through certain methods. The actions taken when the system transits from the current state to the next state should be jointly determined by the joint actions of the agents, which indirectly realizes the communication between agents.

To ensure the flow of workpieces between different production lines, the action value function of each agent is fitted by the deep neural network, and the loss function is constructed as Eq. 19:

\[ L(\theta^q_i) = \left( y_i - Q_{\theta^q_i}(s, A_i, \overline{A_i}) \right)^2 \]  

where, \( \theta^q_i \) represents the parameters of the agent, \( Q_{\theta^q_i}(s, A_i, \overline{A_i}) \) represents the action value function fitted by the deep neural network, \( y_i \) represents the target value of the mean field value function and is calculated by Eq. 20:

\[ y_i = R_i + \gamma \nu_{\theta^{-q}_i}(s') \]  

where, \( R_i \) is the reward of agent \( i \), \( \theta^{-q}_i \) represents the calculation parameter of the mean field value function.

By taking the derivative of Eq. 19, the gradient direction of the parameter could be obtained as shown in Eq. 21:

\[ \nabla_{\theta^q_i} L(\theta^q_i) = [y_i - Q_{\theta^q_i}(s, A_i, \overline{A_i})] \nabla_{\theta^q_i} Q_{\theta^q_i}(s, A_i, \overline{A_i}) \]  

The parameters can be updated by solving the gradient descent method.

During application, each agent represents a production line. Within the production lines, for any agent \( i \), the action value function under parameters \( \theta^q_i \) and \( \theta^{-q}_i \) are initialized and the corresponding mean action \( \overline{A_i} \) of the agent is calculated.

The outer loop for sample collection and the inner loop for training are designed. When the collected samples meet the batch size requirement, it enters the inner loop and realizes more efficient learning through the limited samples collected via the interaction between the agents and the environment, as shown in Fig. 3.

Through the alternation of the two stages: sample collection and storage, and using state action value function to approximate the deep neural network, in the inner loop of the algorithm, the learning algorithm is strengthened through the Q-learning model-free batch processing mode, and it is extended in the multi-agent RL system and iterated by fitting Q. The purpose is to calculate the optimal strategy, and approximate the value function corresponding to the input state and action.

Construct a quintuple as Eq. 22:

\[ Tuples = \{(s^t, A^t, \overline{A^t}, R^t, s^{t+1}) | t = 1,2, ..., |Tuples| \} \]  

where, \( s \) represents the current state, \( A \) represents the action performed by the agent, \( \overline{A} \) represents the mean action, \( R \) represents the instantaneous reward value, and \( s^{t+1} \) represents the new
state after performing the action. In the outer loop, the algorithm continuously collects and stores samples according to the element information determined by the quintuple, that is:

\[ \text{Set} = \{(\text{in}^t, \text{out}^t)) | t = 1,2, ..., |\text{Tuples}| \]

where,

\[ \text{in}^t = (s^t, A^t, \overline{A}^t) \]
\[ \text{out}^t = R^t + \gamma \max Q^{\text{counter}^{-1}}(s^t, A', \overline{A}') \]

where, \(\text{counter}\) represents the counter constant.

The information of the quintuple is taken as the input, in each loop, after the value function and the counter are initialized as 0, the approximate value of \(Q^{\text{counter}}\) is calculated through the training set and the regression algorithm. On this basis, a deep neural network is built as the value function approximator to achieve efficient interaction with the environment, each agent calculates and improves via the defined value function to generate high-quality strategies.

When the discrete action space is very large or it is a continuous action space, the deep neural network is taken as the value function approximator to calculate the value function of the state and action \(\tilde{Q}(s, A, \overline{A})\), at the same time, the Bellman equation is used to calculate \(R + \gamma \max Q(s', A', \overline{A}')\), and an error function is introduced to calculate the deviation between the two. The back propagation algorithm is used to calculate the connection weight of the deep neural network, so that the error function value is minimized.

\[
\left( \tilde{Q}(s, a) - (r + \gamma \max_{b \in A(s)} \tilde{Q}(s', b)) \right)^2
\]

In a multi-agent system, each agent must go through two stages of individual learning and collaborative improvement. For each agent, the specific state, action, mean action are taken as the inputs of the deep neural network, the estimated corresponding state action value function is taken as the output, then the agent will select the subsequent action according to the instruction of the output value. Under the batch processing mode, in each sampling stage, the RL method initializes the state action value function, in the \(t\) sampling steps, if the final state \(s^\text{final}\) is not achieved, then the collected sample is stored into set \(\text{Tuples}\); if it is the final state and the number of samples meets the requirement of \(|\text{Tuples}|\), then the value function is updated; otherwise, if the number of samples doesn’t meet the requirement of \(|\text{Tuples}|\), then executes the greedy strategy to choose action, and proceed the sampling.

The outer loop in Fig. 3 describes the interaction between the system and the agent whose learning is reinforced under batch processing mode based on the value function. In the algorithm, the orderly dependency between the action set and state is updated, then, it describes the specific realization process of the outer loop of RL framework under the batch processing mode. By constructing the number of tuples that meets the threshold requirement, after sample collection and storage is completed, the algorithm determines whether to enter the inner loop or not, and then executes the value function update of the batch processing mode.

Samples are used to train the deep neural network value function approximator and calculate the \(\text{out}^t\) of the current mode, the deviation under the batch learning mode can be expressed by Eq. 27:

\[
\sum_{t=1}^{|\text{Tuples}|} (Q(s^t, A^t, \overline{A}^t) - \text{out}^t)^2
\]

Obviously, the optimization goal of the connection parameters of the deep neural network is:

\[
Q^* \leftarrow \arg \min_{Q_{\text{Tuples}}} \sum_{t=1}^{|\text{Tuples}|} (Q(s^t, A^t, \overline{A}^t) - \text{out}^t)^2
\]

In the process of neural network training, the RMSProp algorithm is adopted, this algorithm can well solve the change range of the parameters after update in the optimization, namely the
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swing amplitude problem. The RMSProp algorithm uses differential squared weighted averages through the gradients of weights and biases, which is conductive to eliminating the direction with large swing amplitude, and correcting the swing amplitude so that the swing amplitude of each dimension is smaller and the network converges faster. At the same time, the RMSProp algorithm can be built on batch processing training data naturally, and it is easier to be integrated into a batch-processing mode RL algorithm. In this way, the approximator can not only be used for the RL of a single agent, through the RMSProp neural network training algorithm, it also realizes high-quality neural network approximation value function, and it is the key link for the algorithm to be extended to the multi-agent system.

4. Results and discussion of case studies

4.1 Experiment setup

In this study, the experiment constructed 9 states and 10 actions, the features of the states were described by the processing status of the processing machines and the completion status of the workpieces, such as the workload of the processing machines, the estimated earliest possible completion time, and the estimated maximum completion time, etc.

This paper took the minimization of the maximum completion time as the goal to research the workshop scheduling problem, and the global reward was expressed as the sum of local rewards, in this way, the learning system was regarded as a multi-agent learning system with independent rewards, further, in the algorithm, attentions were first paid to the local rewards of each agent obtained according to local scheduling strategies, and then to the global reward. To intuitively understand the characteristics of the distributed scheduling problem, first, the sorting inside each production line should be completed, if the equilibrium condition is not reached, then execute the step of workpiece reallocation between production lines and other steps.

In workshop scheduling, the processing machines were not allowed to perform two operations within a discrete time step. Once a machine starts to perform a certain procedure on the workpiece, it will be in the working state until the end of the procedure. Therefore, for an agent $i$, its value function was calculated according to the machine state at the decision time point $t$ and the next decision time point $t + \Delta t$.

In the sample collection stage of the agent, the batch size was set to be 100, which means to enter the inner loop of the algorithm when the sample size reaches 100. About the supervised learning part, the experiment, for the relevant parameters of the RMSProp algorithm, the multi-factor variance analysis program was employed to analyze the obtained experimental results and determine the relationships among parameters and generate the best parameter combination.

The parameters were respectively set as

$$dr = (0.75,0.85,0.95,0.99), lr = (10^{-4},10^{-5},10^{-6}), sc = (10^{-4},10^{-5}, 10^{-6}),$$

$$epoch = (600,800,1000,1200), iw = ([-0.06,0.06],[-0.08,0.08],[-0.10,0.10]),$$

and the 5 groups of parameters had a total of $4 \times 3 \times 3 \times 4 \times 3 = 432$ combinations. After analyzing the experimental results using the variance analysis method, the $p$-values of the 5 groups of parameters were all lower than the 0.05 confidence interval, indicating that the algorithm was sensitive to these parameters, and finally it’s determined that the decay rate of RMSProp algorithm was 0.95, the learning rate $lr$ was $10^{-5}$, the small constant $sc$ was $10^{-6}$, the epoch of the neural network algorithm was 1000, and the initial weight $iw$ was a random number that is uniformly distributed between $[-0.08, 0.08]$.

The influence of parameters on algorithm performance is shown in Fig. 4.
4.2 Comparison and analysis of results

Based on the benchmark test set Taillard, the performance of the multi-agent RL algorithm was tested, and the results were compared with the results of the iterative greedy algorithm and the benchmark results. In addition, Python was adopted to implement offline training of deep RL and the iterative greedy algorithm was implemented in a Matlab environment. By calculating the average relative percentage deviation (ARPD) index of each test question, the results were compared, as shown in Eq. 29:

\[
ARPD = \frac{1}{NR} \sum_{nr=1}^{NR} \frac{C_{\text{max}} - C_{\text{max}}^*}{C_{\text{max}}} \times 100
\]  

(29)

where, \(NR\) represents the number of test runs, \(C_{\text{max}}\) represents the minimum completion time obtained in the \(nr\)-th experiment, and \(C_{\text{max}}^*\) represents the known optimal completion time. The smaller the value of \(ARPD\), the better the performance of the algorithm. In the experiment, the number of agents was respectively set as 2, 3, 4, 5, 6, 7, 8, 9, 10 for testing, and the time level was respectively set as 20, 40, and 60. The ARPD comparison results are shown in Tables 1-3.

The calculation results of iterative greedy algorithm (IG), multi-agent RL algorithm (MARL), IG1S, and IG2S [39] were compared. In the small-scale benchmark test, a total of 60 benchmark questions (20 \(\times\) 5,20 \(\times\) 10,20 \(\times\) 20,50 \(\times\) 5,50 \(\times\) 10, 50 \(\times\) 20) in the test set Taillard were selected, and three time levels \(T = 20\), \(T = 40\), and \(T = 60\) were set in the experiment. When \(T = 60\), the average value of ARPD of the MARL algorithm was the smallest among the four algorithms, followed by IG2S, the average ARPD of the IG algorithm designed in this paper was between those of the IG2S and the IG1S, the average ARPD values of the four algorithms were close, and the average ARPD of the IG2S algorithm was 12 % higher than that of the MARL algorithm. When \(T = 40\), the average ARPD values of the four algorithms declined to varying degrees, indicating that within a longer computation time, the algorithms could obtain better experimental results; the average ARPD values of the four algorithms respectively decreased by 5 %, 9 %, 6 %, and 7 %; the IG2S algorithm had the largest average ARPD decrement, followed by the MARL algorithm, whose overall average ARPD still kept the lowest. When \(T = 60\), compared with the results then \(T = 40\), the average ARPD of the algorithms showed no obvious increase, in actual industrial applications, considering the real-time response requirements of the algorithm for the production environment, choosing \(T = 40\) for the algorithm is more appropriate.
The comparison of average ARPD values of the four algorithms at different time levels in the small-scale test is shown in Fig. 5.

In the experiment of large-scale calculation examples, five types of scales \((100 \times 5, 100 \times 10, 100 \times 20, 200 \times 20, 500 \times 20)\) and a total of 50 calculation examples were chosen for the tests. Similarly, three time levels \(T = 20\), \(T = 40\), and \(T = 60\) were set in the experiment, and the results of the ARPD values of the four algorithms are shown in Tables 4-6.

![Fig. 5 Comparison of average ARPD of small-scale calculation examples](image-url)
In the three large-scale experiments, the workpieces and processing machines increased significantly, and the ARPD values of the algorithms had been improved greatly, indicating that when dealing with large-scale problems, the algorithms’ problem-solving abilities had reduced. Taking $T = 40$ as an example, by comparing the ARPD values of the algorithms in small-scale and large-scale scenarios, the MARL algorithm had the smallest increment, followed by the IG2S algorithm, which indicated that when dealing with large-scale problems, the multi-agent RL algorithm designed in this paper also showed obvious superiority.

In the experiment of large-scale calculation examples, the comparison of average ARPD values of the four algorithms at different time levels is shown in Fig. 6, obviously, the ARPD of the MARL algorithm was the smallest.

In order to further test the performance of the algorithm to solve a larger scale and keep other conditions unchanged, when the number of production lines increases to 15 and 20, it can be found that the performance of the proposed algorithm decreases significantly and loses its leading edge compared with other algorithms. This shows that the algorithm has great limitations in solving large-scale problems. How to further improve the algorithm and improve the performance of the algorithm in solving large-scale problems is a problem we are currently exploring.
This paper designed a multi-agent RL method to solve DPFSPs. Based on the NASH equilibrium theory and the NASH Q-learning method, a multi-agent MF-DRL algorithm had been proposed in the study, and global perspective algorithm elements such as joint state and joint actions were constructed. The experimental results showed that the proposed multi-agent RL method was effective in solving DPFSPs, and it outperformed other algorithms in case of large-scale problems. The RL method proposed in this paper was mainly based on the value function method, it hadn’t involved the strategy-based RL method, and now the effect of the strategy-based RL method on the solution of distributed production scheduling hasn’t been explored yet, studies of this aspect will be carried out in the subsequent research.

5. Conclusion

This paper designed a multi-agent RL method to solve DPFSPs. Based on the NASH equilibrium theory and the NASH Q-learning method, a multi-agent MF-DRL algorithm had been proposed in the study, and global perspective algorithm elements such as joint state and joint actions were constructed. The experimental results showed that the proposed multi-agent RL method was effective in solving DPFSPs, and it outperformed other algorithms in case of large-scale problems. The RL method proposed in this paper was mainly based on the value function method, it hadn’t involved the strategy-based RL method, and now the effect of the strategy-based RL method on the solution of distributed production scheduling hasn’t been explored yet, studies of this aspect will be carried out in the subsequent research.
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Appendix

The abbreviations used in the article:

- RL  Reinforcement Learning
- MF  Mean Field
- DFSP  Distributed Flow-Shop Scheduling Problem
- DPFSP  Distributed Permutation Flow-shop Scheduling Problem
- DRL  Deep Reinforcement Learning
- MF-DRL  Mean Field Deep Reinforcement Learning
- ARPD  Average Relative Percentage Deviation
- MARL  Multi agent Reinforcement Learning
- RMSProp  Root Mean Square Prop
- IG  Iterative Greedy
- IG1S  The single stage Iterative Greedy
- IG2S  The two stage Iterative Greedy