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A B S T R A C T A R T I C L E   I N F O 
Dynamic real-time workshop scheduling on job arrival is critical for effective 
production. This study proposed a dynamic shop scheduling method integrat-
ing deep reinforcement learning and convolutional neural network (CNN). In 
this method, the spatial pyramid pooling layer was added to the CNN to 
achieve effective dynamic scheduling. A five-channel, two-dimensional matrix 
that expressed the state characteristics of the production system was used to 
capture the state of the real-time production of the workshop. Adaptive 
scheduling was achieved by using a reward function that corresponds to the 
minimum total tardiness, and the common production dispatching rules were 
used as the action space. The experimental results revealed that the proposed 
algorithm achieved superior optimization capabilities with lower time cost 
than that of the genetic algorithm and could adaptively select appropriate 
dispatching rules based on the state features of the production system. 
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1. Introduction
With the rapid development of information technology, China is gradually entering intelligent 
industry 4.0 [1]. With changing market demand, multiple-product small-batch order-type pro-
duction has become prevalent in the manufacturing industry. Therefore, achieving sustainable 
and efficient workshop production under complex production conditions, responding quickly to 
market changes, and satisfying the diverse needs of customers are critical. 

Although job shop scheduling problems (JSSP) [2, 3] primarily address static scheduling is-
sues, many real-time disruption factors, such as equipment failure, dynamic order arrival, emer-
gency order insertion, in the production process are ignored [4, 5]. The insertion of a new order 
can drastically change the number and mode of processing tasks. Error accumulation renders 
existing production scheduling schemes ineffective, which results in the failure of the production 
planning system [6]. Therefore, dynamic real-time production scheduling on the insertion of new 
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jobs is crucial for timely response to disruption events and ensuring production requirements 
are satisfied. 

Current dynamic scheduling methods under order disturbance include heuristic algorithms 
[7-11] and dispatching rules [12]. Wang et al. [13] proposed an improved particle swarm opti-
mization (PSO) algorithm to solve the dynamic job shop scheduling problem. Caldeira et al. [14] 
solved the flexible job shop scheduling problem on the arrival of a new job by using the im-
proved backtracking search optimization algorithm that minimized makespan, energy consump-
tion, and system stability. Ghaleb et al. [15] proposed three heuristic algorithms to address the 
real-time scheduling problem when new jobs are added and equipment fails. Tang et al. [16] 
considered minimum energy consumption and makespan as optimization objectives and pro-
posed an improved PSO algorithm to solve the dynamic scheduling problem of flexible flow 
shops under new job arrival and equipment failure. In most heuristic algorithms, the dynamic 
scheduling problem is converted into a multi-stage static problem. Short-sightedness appears as 
the disturbance scale increases. The dispatching rules method can immediately respond to dy-
namic disturbance events and exhibits short computing time and high solution efficiency. 

Hundreds of dispatching rules have been proposed for shop scheduling [17, 18]. Zhang et al. 
[19] proposed a job shop dispatching rule selection system based on semantics to achieve adap-
tive selection of dispatching rules by scheduling objectives. To reduce the time of job completion 
and complexity of process design in the conventional dispatching rule design process, Zhang et 
al. [20] proposed an improved genetic programming algorithm that evolves effective dispatching 
rules automatically. Ferreira et al. [21] combined machine learning with the problem domain 
reasoning to generate effective dispatching rules. Although dispatching rules can respond to 
dynamic disturbance events in real time and exhibit short computing time and high solving effi-
ciency, these methods are prone to local optimum and cannot be adjusted adaptively to respond 
to various production states. 

Reinforcement learning (RL) [22] has been widely used in production scheduling because of 
its excellent optimization ability and high computational speed. The continuous interaction be-
tween agent and environment maximizes cumulative rewards [23]. Dispatching rules can be 
dynamically and flexibly selected based on the real-time production status, which is suitable for 
the dynamic production scheduling problems. Wang et al. [24] used Q-learning to train a single 
machine agent and realized the dynamic selection of the three basic dispatching rules with the 
minimum average tardiness as the optimization objective. Chen et al. [25] proposed a rule-
driven method for generating high-quality composite dispatching rules for the multi-objective 
dynamic job shop scheduling problem by using the Q-learning algorithm. Qu et al. [26] proposed 
a Q-learning algorithm that solves the dynamic job shop scheduling problem under random job 
arrival and equipment failure by combining the neighborhood search algorithm with the Q-
factor. Although the conventional reinforcement learning algorithm has achieved excellent re-
sults in solving dynamic production scheduling problems, the algorithm is limited to situations 
in which the dimension and scale of the system state space are small and discrete. In the deep 
reinforcement learning (DRL) [27] algorithm, the perception ability of deep learning is effective-
ly combined with the decision-making ability of reinforcement learning. Thus, DRL can effective-
ly performs complex decision-making in the high-dimensional state space. Zhu et al. [28] pro-
posed a proximal policy optimization (PPO) algorithm to solve the flexible flow shop scheduling 
problem by minimizing makespan. The PPO algorithm outperformed the conventional heuristic 
algorithm in terms of the quality of the solution. Luo et al. [29] proposed a deep Q-network 
(DQN) algorithm to solve the real-time workshop scheduling problem with dynamic job arrival 
to minimize total tardiness and achieved excellent results in the randomly generated data exper-
iment. Yang et al. [30] used the A2C algorithm to train an intelligent model for the permutation 
flow job shop scheduling problem. This model outperformed the conventional heuristic algo-
rithm in terms of the solving time and solution quality. Li et al. [31] proposed a hybrid DQN 
(HDQN) algorithm to solve the dynamic flexible job shop scheduling problem under transporta-
tion resource constraints. In most studies, the production system state is expressed through 
numerical features, which requires special manual design. 
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The CNN is used for the feature extraction of system state features expressed by multi-
channel images to effectively reduce manual design difficulty and exhibits excellent generality. 
However, because of the limitation of CNN feature extraction on the input size of training imag-
es, static scheduling is widely used. Liu et al. [32] designed three channels of two-dimensional 
data matrices as system state features for job shop scheduling problems and solved these prob-
lems using the AC algorithm to achieve excellent results on benchmark examples. Han et al. [33] 
combined the CNN and DRL to achieve dynamic job shop scheduling. Wang et al. [34] used the 
PPO algorithm to solve the job shop scheduling problem outperform GA. Subsequently, random 
fine-tuning was performed on some examples to test the generalization ability of the model. 

This method is simple and produces excellent results by describing the state features of the 
production system using multi-channel images. However, because of the structural characteris-
tics of the CNN, applying the method to dynamic variable data of various image sizes is difficult. 
The static model can only process data of the same size, and it exhibits limited generalization. 
Multi-channel image system feature representation is yet to be used for dynamic scheduling. 
Therefore, in this study, an SPP layer [35] was added to the last layer of the CNN so that the neu-
ral network can handle any size of the input image information and achieve dynamic scheduling 
under the state image expression mode of the production system. 

The contributions of this paper are as follows: (1) This study is the first to use SPP with neu-
ral networks to solve the dynamic scheduling problem to allow the system model to handle the 
input state data of any scale; (2) The state feature expression mode of the production system 
was improved. The limitations of the conventional three-channel image design was overcome, 
and the system state feature was represented by five-channel data, considering both the global 
and local features of system processing state; (3) To assess the effect of the dispatching rules 
selected at each decision point on the overall scheduling objective, a novel reward function tar-
geting total tardiness was developed; (4) Comprehensive parameter sensitivity experiments and 
algorithm result comparisons were performed. The effectiveness of the calculation speed and 
optimization ability of the proposed scheme was demonstrated. The method achieved excellent 
generalization results. 

2. Overall scheduling framework 
A dueling double DQN (DDDQN) algorithm framework was proposed to achieve dynamic job 
shop real-time scheduling with constant random new order insertion. The neural network of the 
DDDQN algorithm consists of a Q-network and a target network. Each network exhibits the same 
structure and is composed of the convolution layer and a full connection layer. To address the 
problem of the dynamic image size change caused by the dynamic order arrival, an SPP layer 
was added between the CNN convolution layer and full connection layer to ensure consistent 
output size of the CNN convolution layer. Thus, the scheduling problem was transformed into a 
multi-stage decision-making process by designing a state feature, action space, and reward func-
tion. The agent is trained through interaction with the environment, and the trained agent is 
applied to solve the online problem. The framework includes two parts, namely offline training 
and online application (Fig. 1). 

The scheduling environment comprises equipment and order in the production system, 
which is used for the interaction with the agent and providing the current production system 
status information. The agent outputs the most appropriate dispatching rule and selects the 
highest priority operation for processing. The production system then enters the next state. 

In the offline training phase, intermediate data generated in the learning process is stored in 
the replay memory, and a minibatch number of sample data are randomly sampled for training. 
The Q-network and the target network calculate the Q and target values of the system state, re-
spectively. Q-network parameters are updated by the loss function calculated by the target value 
and Q value. The parameters of the target network are copied from the Q-network after a certain 
number of steps. The optimal action is selected according to the result of the Q value. 

Although offline scheduling requires considerable time to train an agent, when an agent 
learns good policy, it can be widely used in online actual data scheduling to obtain optimal 
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scheduling results rapidly. The execution process only requires the Q-network to calculate the 
optimal Q value without updating various network parameters, calculating the reward value, or 
storing sample data and other operations. 
 

Actual production data

Dynamic arrival of job

S
P
P

Q-networkQ-network

Target networkTarget network

DDDQN

Offline
Training

Online
Scheduli

ng

TD-error

Adam Q s ω（ ，a; ）

iy

ActionAction

Minibatch of transitions

Update 
parameters

48 49 27

6 16 1

10 49 22

0 0 0

0 5 0

0 0 0

0 0 43

20 0 0

0 0 0

0 46 0

13 0 0

0 0 0

0 22 0

0 0 0

0 33 0

Queue Q2 Machine
m2

Queue Q3 Machine
m3

Queue Q1 Machine
m1

Scheduling Environment

sta
te

Replay
memory

D
︙

︙︙

0 0 0 1, , ,s a r s〈 〉

1 1 0 2, , ,s a r s〈 〉

1, , ,t t t ts a r s +〈 〉

Action

Reward

Start

Decision pointCurrent production 
state

End

Yes

No

Select action at，
Obverse the next 

state

All operations are 
finished

S
P
P

 

Fig. 1 Scheduling framework with the DDDQN 

3. DRL for scheduling 
3.1 Problem formulation 

The JSPP with new order insertions can be described as follows: a processing system has N or-
ders that are processed on M machines. Each order has 𝑛𝑛𝑗𝑗 operations. The objective of produc-
tion scheduling is to generate an optimal scheduling scheme based on the scheduling objectives 
and satisfy all constraints. However, when the new order arrives, the operations that were not 
started in the original scheduling scheme should be combined with operations in the new order 
for rescheduling. When creating the new scheduling scheme, factors such as the starting pro-
cessing times and the number of the remaining operations of each order, should be considered. 
The scheduling problem should satisfy the following assumptions: (1) each order has a sequence 
constraint on the operations, that is, the next operation can only be processed after the previous 
operation is completed; (2) each operation of each order can only be processed by one machine; 
(3) each machine can only perform one operation at the same time; (4) when the new order ar-
rives, the ongoing operation cannot be interrupted; (5) the processing time of each operation on 
the corresponding machine is known. 

3.2 DQN principle 

The DQN algorithm is used to solve the problem. The DQN is the most classical algorithms of 
DRL. Based on Q-learning, the deep neural network is used to represent value function 𝑓𝑓. The 
input of the neural network is the current state s, and the output is the state value func-
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tion Q(s, a). In the DQN, empirical data are used to train the neural network, which is prone to 
instability and convergence difficulties. To solve these problems, replay memory and target 
network are used in the DQN. Experience replay stores the intermediate data in a fixed-size 
storage experience pool in the form of 〈𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡 , 𝑟𝑟𝑡𝑡 , 𝑠𝑠𝑡𝑡+1〉, which is generated in the learning process 
of Q-learning. The system randomly samples a certain number of small-batch samples from the 
replay memory for training. This random sampling not only breaks the correlation of training 
samples but also ensures an independent and homogeneous distribution of training samples. 
Target network reconstructs a network with the same structure as the original network. The 
original network is the Q-network, and the generated network is the target network. During 
training, only Q-network parameters are updated, and the parameters of the target network 
remain unchanged temporarily. After reaching a certain number of update steps C, the parame-
ters of the Q-network are copied to the target network so that the value of the target network 
does not change in a certain update step to ensure system stability. The target value is calculated 
as follows: 

𝑌𝑌𝐷𝐷𝐷𝐷𝐷𝐷 ≡ 𝑟𝑟𝑡𝑡+1 + 𝛾𝛾𝑚𝑚𝑎𝑎𝑚𝑚
𝑎𝑎

𝑄𝑄�(𝑠𝑠𝑡𝑡+1,𝑎𝑎;𝜔𝜔𝑡𝑡
−) (1) 

The neural network calculates TD errors through the target network and Q-network to up-
date parameters. 

In the standard DQN algorithm, the action with the largest Q value is selected, which results 
in an overestimation of the Q value. Therefore, the Double DQN (DDQN) algorithm is used to 
separate the action selected from the calculation of the Q value and two value functions are used. 
The target value of the DDQN is calculated as follows: 

𝑌𝑌𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 ≡ 𝑟𝑟𝑡𝑡+1 + 𝛾𝛾𝑄𝑄�(𝑠𝑠𝑡𝑡+1,𝑎𝑎𝑟𝑟𝑎𝑎max
𝑎𝑎

𝑄𝑄(𝑠𝑠𝑡𝑡+1,𝑎𝑎;𝜔𝜔𝑡𝑡),𝜔𝜔𝑡𝑡
−) (2) 

By using various value functions to decouple the target action and Q value, the DDQN algo-
rithm mitigates the overestimation of Q values and achieves excellent stability. 

In the DQN, the network outputs the Q value of action, but in practice, the Q value is associat-
ed with the action and state. Therefore, Dueling DQN improves the network structure of the DQN 
by adding state value function V(s,ω, a) related to the system state and the advantage function 
A(s, a,ω,β) related to the action before the network output layer and synthesizing these two 
functions to generate the action function in the final output layer. Thus, we have the following 
expression: 

𝑄𝑄(𝑠𝑠,𝑎𝑎,𝜔𝜔,𝛼𝛼,𝛽𝛽) = 𝑉𝑉(𝑠𝑠;𝜔𝜔,𝛼𝛼) + (𝐴𝐴(𝑠𝑠,𝑎𝑎,𝜔𝜔,𝛽𝛽) −
1

|𝒜𝒜| �𝐴𝐴(𝑠𝑠,𝑎𝑎𝑡𝑡+1,𝜔𝜔,𝛽𝛽)
𝑎𝑎𝑡𝑡+1

) (3) 

where ω is a parameter of the common part, α is a parameter of the value function, and β is a 
parameter of the advantage function. 

In this study, dueling DQN and double DQN are used to solve the dynamic production sched-
uling problem. 

3.3 CNN with the SPP layer 

The insertion of new orders dynamically changes the size of multi-channel images expressed by 
state features. However, the full connection layer in the conventional CNN requires an input of 
fixed size. An SPP layer was added between the last convolutional layer and the first full connec-
tion layer in the CNN to divide the feature graph obtained after convolution into a fixed number 
of grids of various sizes. The grid is then pooled with mean values. Thus, the feature graph con-
volved with any size can be changed into the output of a fixed size so that the graph has the same 
dimension of feature vector with the following full connection layer. Thus, image convolution 
with any image size input can achieved as follows (Fig. 2). 
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Fig. 2 SPP principle 

3.4 Scheduling problem transformation 
The problem transformation between scheduling and algorithm design is critical for applying 
DRL to JSPP and involves three aspects, namely state feature, action space, and reward function 
design. 

State features expression 
To improve the state changes of the production system, the following rules should be followed 
for describing the state features: 

• State features should be able to reflect the features and changes of the production system, 
and both global and local state features should be considered. 

• State features at each moment are represented by a universal feature set. 
• State features should be represented numerically for easy calculation and standardization 

for uniform scaling of various features. 
This study optimized and upgraded the production system state features based on literature 

[33]. The limitation of three channels in the conventional system state feature expression was 
overcome. Five channels were designed for characterization. The first channel is represented by 
the two-dimensional matrix of the order to be processed. The rows of the matrix represent the 
order, and the columns represent the operation. The initial value is the processing time of the 
corresponding operation in the order. The value of the corresponding position becomes zero on 
the completion of an operation. The second channel is represented by the two-dimensional ma-
trix of the completed operations of the order. The initial value is zero. The value of the corre-
sponding position is the processing time on completion of an operation. The third channel is the 
remaining processing time of the processing operation. The fourth channel is the processing 
time of each operation in the queue to be processed. The fifth channel is the waiting time of each 
operation in the waiting queue. The first and second channels express the global state feature, 
whereas the third, fourth, and fifth channels express the local state feature. All channel data are 
linearly normalized to the maximum value. 

Definition of ACTIONS 
The action selection involves selecting the most suitable operation waiting for processing, and 
the production scheduling rule can select an appropriate process at each scheduling decision 
point. In this article, 16 commonly used production dispatching rules are selected as the action 
space in DRL. The details are as follows: the select the job with the shortest processing time 
(SPT), select the job with the longest processing time (LPT), select the job with the longest re-
maining processing time (LWKR), select the job with the shortest remaining processing time 
(MWKR), select the job with the shortest processing time of subsequent operation (SSO), select 



Real-time scheduling for dynamic workshops with random new job insertions by using deep reinforcement learning 
 

Advances in Production Engineering & Management 18(2) 2023 143 
 

the job with the longest processing time of subsequent operation (LSO), select the job with the 
shortest remaining processing time in addition to the current operation (SRM), select the job 
with the longest remaining processing time in addition to the current operation (LRM), select 
the job that arrives first (FIFO), select the job with the earliest due date, select the job with the 
minimum sum of processing time of the current and subsequent operation (SPT+SSO), select the 
job with the maximum sum of processing time of the current and subsequent operation 
(LPT+LSO), select the job with the minimum ratio of current processing time to the total work-
ing time (SPT/TWK), select the job with the maximum ratio of current processing time to the 
total working time (LPT/TWK), select the job with the minimum product of the current pro-
cessing time and total working time (SPT *TWK), select the job with the maximum product of 
current processing time and total working time (LPT * TWK). The diversity of dispatching rules 
is increased so that the agent can adaptively select dispatching rules. 

Reward FUNCTION 
The reward function is key to DRL and directly affects the direction of learning and is closely 
related to optimization. The reward function should be designed as follows: (1) the reward func-
tion should accurately express the immediate reward of the current action. (2) Cumulative re-
ward should be closely related to the scheduling objective. (3) Reward function should be uni-
versal and can be used for problems of various scales. Because the overall scheduling objective is 
to minimize total tardiness, the following reward function should be designed: 

𝑟𝑟𝑘𝑘 = 𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇𝑘𝑘−1 − 𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇𝑘𝑘,                            𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇𝑘𝑘 = �𝛿𝛿𝑗𝑗(𝜏𝜏)
𝑛𝑛

𝑗𝑗=1

 (4) 

where 𝛿𝛿𝑗𝑗(𝜏𝜏) represents the tardiness of job J at the current system state, 𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇𝑘𝑘 is the total tardi-
ness of all the jobs in the current system. For the job without tardiness, the tardiness is zero. 
Here, 𝑟𝑟𝑘𝑘 represents the reward received at the decision-making time 𝑡𝑡𝑘𝑘−1 after executing the 
action, then the system arrives at decision-making time 𝑡𝑡𝑘𝑘. The derivation process of cumulative 
reward function R is as follows: 

R = �𝑟𝑟𝑘𝑘 = �𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇𝑘𝑘−1 − 𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇𝑘𝑘

𝐾𝐾

𝑘𝑘=1

𝐾𝐾

𝑘𝑘=1

 
 

= 𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇0 − 𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇1 + 𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇1−𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇2 
 

+⋯+ 𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇𝐾𝐾−1 − 𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇𝐾𝐾 
 

= 𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇0−𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇𝐾𝐾 = −𝑇𝑇𝑎𝑎𝑟𝑟𝑇𝑇𝐾𝐾 

(5) 

The derivation process of the cumulative reward formula reveals that it is inversely propor-
tional to the total tardiness, that is, the smaller the total tardiness is, the larger the cumulative 
reward value is, which is consistent with the scheduling objective. 

Training based on DRL 
The scheduling process is a semi-Markov decision process. When any machine completes an 
operation or a new order arrives as a decision time point, the agent adaptively selects appropri-
ate dispatching rules, and the highest priority operation is selected for processing. Subsequently, 
the machine enters the next state after receiving rewards. The cycle continues until all opera-
tions are finished, that is, a scheduling scheme is obtained. The process is as follows: 

 

Algorithm 1 DDDQN-based training method 
1: Initialize replay memory D, minibatch k，learning rate α，target network parameters update every C 

steps. 
2: Initialize Q-network with random weights ω 
3: Initialize target network 𝑄𝑄�  with weights 𝜔𝜔− = 𝜔𝜔 
4: For episode = 1 : M do 
5: Reset the system scheduling status to 𝑠𝑠0 and clear schedule results. 
6: while True：(t is the decision time point at which an operation is completed or a new order arrives, the 

Boolean variable done terminates the loop when all operations are complete) 
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7: Select action 𝑎𝑎𝑡𝑡 based on ε-greedy strategy 
8: Execute action 𝑎𝑎𝑡𝑡, calculate the immediate reward 𝑟𝑟𝑡𝑡，observe the next state 𝑠𝑠𝑡𝑡+1 
9: Store transition〈𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡,𝑟𝑟𝑡𝑡, 𝑠𝑠𝑡𝑡+1,𝑇𝑇𝑑𝑑𝑛𝑛𝑑𝑑〉 in D 
10: Random sampling minibatch of transitions 〈𝑠𝑠𝑖𝑖 ,𝑎𝑎𝑖𝑖,𝑖𝑖, 𝑠𝑠𝑖𝑖+1,𝑇𝑇𝑑𝑑𝑛𝑛𝑑𝑑〉  from D 
11: 𝑦𝑦𝑖𝑖 = �

𝑟𝑟𝑖𝑖                                                                                                                                               if done = true
𝑟𝑟𝑖𝑖 + 𝛾𝛾𝑄𝑄�(𝑠𝑠𝑖𝑖+1, 𝑎𝑎𝑟𝑟𝑎𝑎𝑚𝑚𝑎𝑎𝑚𝑚𝑎𝑎(𝑠𝑠𝑖𝑖+1, 𝑎𝑎;𝜔𝜔),𝜔𝜔−)                                                                               otherwise                   

12: Compute TD-error(𝑦𝑦𝑖𝑖 − 𝑄𝑄(𝑠𝑠𝑖𝑖 ,𝑎𝑎;𝜔𝜔))2to update the parameters of Q-network 
13: Every C steps update the parameters of the target network 𝑄𝑄� :𝜔𝜔− = 𝜔𝜔 
14: end while 
15: end for 

The training process is divided into inner and outer loops, the outer loop represents the times 
of training. After M loops of cyclic training, the agent gradually reaches the ability to adaptively 
select the optimal dispatching rules at various decision moments. The inner loop represents a 
complete scheduling scheme generation process, starting from the first operation until all opera-
tions are finished, which is an episode, lines 5-14 describe the execution of the inner loop that 
starts from the initial state of 𝑠𝑠0, at the decision moment t the agent select and execute the action 
 𝑎𝑎𝑡𝑡 based on the ε-greedy strategy, the suitable operation is scheduled. The reward 𝑟𝑟𝑘𝑘 and the 
next state 𝑠𝑠𝑡𝑡+1 are observed, the transition 〈𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡,𝑟𝑟𝑡𝑡, 𝑠𝑠𝑡𝑡+1,𝑇𝑇𝑑𝑑𝑛𝑛𝑑𝑑〉 is stored. Minibatch transitions 
are randomly sampled from the replay memory for system training. A loss was calculated ac-
cording to lines 11 and 12, and gradient descent was used to update the parameters of Q-
network. The parameters of the target network were updated by the parameters of Q-network 
according to the contents of 13 lines after every C step. 

4. Numerical simulation 
In numerical simulation, multiple groups of data were used to train the DDDQN. The optimal 
training model is then saved, and the model is tested in the new test data of multiple groups of 
various production scenarios. The data generation method proposed in a previous study [29] is 
randomly generated, and the parameters are presented in Table 1. 

According to the arrival time and number of new orders, the number of machines, and the 
due date of orders, 81 groups of data of various production scenarios were randomly generated 
for the test. Assuming that 30 orders exist at the beginning of each production scenario, the arri-
val time of new jobs follow Poisson distribution. Therefore, the time interval between two con-
secutive new jobs is subjected to exponential distribution. The due date tightness (DDT) repre-
sents the urgency of orders. The due date of order i can be calculated as 𝐷𝐷𝑖𝑖 = 𝐴𝐴𝑖𝑖 + (∑ 𝑡𝑡𝑖𝑖𝑗𝑗

𝑛𝑛𝑖𝑖
𝑗𝑗 ) ∙

𝐷𝐷𝐷𝐷𝑇𝑇. Here, 𝐴𝐴𝑖𝑖 is the arrival time of the order, 𝑛𝑛𝑖𝑖 is the number of operations in the order, 𝑡𝑡𝑖𝑖𝑗𝑗  is 
the processing time of the j operation of the order. The smaller the DDT is, the more urgent the 
order due date is. 
 

Table 1 Parameter settings of various production scenarios 
Parameter Value 
Number of machines 5,10,15 
Number of initial jobs 30 
Number of new job insertions 10,30,50 
Processing time of each operation Unif[0,50] 
Due date tightness 1.0,1.5,2.0 
Average value of exponential distribution 
between two successive new job arrivals 25,50,100 

4.1 Network structure and system parameter setting 
The CNN structure of the DDDQN consists of four convolution layers and two full connection 
layers. To solve the problem of variable image size, a SPP layer was added between the convolu-
tion layer and the full connection layer. From the first layer to the fourth layer for the convolu-
tion layers, the size of the convolution kernel was 6 × 6, 4 × 4, 3 × 3, 2 × 2, the step size was 2, 2, 
2, 1, and the number of output channels was 20, 40, 60, and 80. Because each element in the 
state feature image represents an operation, the pooling layer in the CNN results in incomplete 
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scheduling information. Therefore, the pooling layer was not used. The full connection layer 
consists of two branches of the full connection layer with 512 units. The two branches connect 
the state value and the advantage value. Finally, the state and advantage values were combined 
to obtain the final result output. The RELU activation function was used for every layer. The Ad-
am optimizer was used to update the parameters. 

Parameter setting considerably affected DDDQN performance. Five groups of data were ran-
domly generated for the parameter sensitivity experiment under 10 new order insertions, 10 
machines, 50 average time interval between new order arrival, and DDT tardiness coefficient of 
1.5. The effects of the training batch, learning rate, replay memory buffer size, and target net-
work parameter updating frequency on algorithm performance were verified. Fig. 3 displays the 
training effect under various parameter settings, the total number of training was set to 3000 
episodes. 

  
(a) (b) 

  
(c) (d) 

Fig. 3 Verification results of each hyperparameter: (a) Minibatch size; (b) Learning rate; 
                             (c) Replay memory buffer size (d) Target network updating frequency 
 

Fig. 3(a) verifies the influence of the training batch on the algorithm. The figure reveals that 
all parameters exhibits excellent stability. The performance with a batch size of 32 decreased 
slightly. Fig. 3(b) displays the influence of various learning rates on the algorithm. The higher 
the learning rate is, the more the training effect is unstable. When the learning rate is 0.001, the 
algorithm does not even converge. Fig. 3(c) displays the influence of various replay memory 
buffer sizes on the algorithm. As displayed in the figure, the larger the replay memory is, the 
better the convergence of the algorithm is, and the replay memory with a capacity of 100000 
exhibits superior stability. Fig. 3(d) displays the influence of the target network parameter up-
dating frequency on algorithm performance, and the parameters exhibit an effect under various 
updating frequencies. According to the verification of various parameters, the final neural net-
work parameter settings are presented in Table 2. 
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Table 2 Setting of neural network parameters 
Parameters Values 
Number of episodes 3000 
Explore times steps 3000 · total operation number · 0.3 
Epsilon 1 − (1 − 𝜀𝜀𝑚𝑚𝑖𝑖𝑛𝑛 · min (1, currentiter/totalsteps)) 
Replay memory buffer size 100000 
Learning rate 0.000001 
Minibatch 256 
Target network updating frequency 200 
Discount factor 1.0 

The ε-greedy action selection strategy was implemented according to the method mentioned 
in a previous study [33]. To ensure the maximum cumulative rewards learned by the agent, the 
discount factor is selected as 1.0, that is, the cumulative rewards are not discounted. 

4.2 Comparison of various status features expression 

To verify the validity of the state feature expression of the proposed five-channel images, the 
influence of three state feature expression modes of three-channel images, four-channel images, 
and five-channel images on the algorithm were compared. In three-channel images, the produc-
tion system state feature expression method in literature is adopted [33]. Five-channel images 
were the proposed production system state feature expression method, and four-channel images 
were separated from five-channel images to remove the waiting time channel of each operation 
in the waiting queue. 

Five groups of data were randomly generated for testing under the following production 
configurations: the number of machines was 10, the average time interval between two consecu-
tive new order arrival was 50, DDT was 1.5, and the number of new order insertion were 10, 30, 
and 50. The results are displayed in Fig. 4. The figure reveals that with the increase in the new 
order insertion scale, the expression methods of three-channel and four-channel both fluctuated 
considerably, whereas the proposed expression method exhibited excellent stability. 

 

 
(a) (b) 

 
(c) 

 Fig. 4 Verification results of various state features: (a) 10 new job insertions; (b) 30 new job insertions; 
               (c) 50 new order insertions 
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4.3 Training process of the DDDQN 

The DDDQN was used to train a model with certain generalization ability. The model was tested 
with various test data. The model was trained according to the number of machine and the time 
interval between the dynamic arrival of orders. Each model was trained for 3000 episodes. In 
the training process, 12 groups of randomly generated data were used according to the number 
of new orders of 10, 30, and 50 and the DDT of 1.0 and 2.0. Fig. 5 displays the model training 
process with five machines and 100 times intervals. 

  
(a) (b) 

 Fig. 5 Model training process in five machines and 100 times intervals: (a) Average total tardiness during training; 
    (b) Average reward during training 

Figs. 5(a) and 5(b) display the change process of the total tardiness and reward during the 
training process. The reward value gradually increases and becomes stable with the increase in 
training episodes, whereas the total tardiness decreases. After 1000 episodes of training, the 
model becomes stable, which indicates that the DDDQN has learned to adaptively select the ap-
propriate dispatching rules at the decision time. The curve trend of the average reward value is 
similar to that of the average total tardiness, which indicates that the designed reward function 
exhibited a high correlation with the optimization objective with the minimum total tardiness. A 
small fluctuation was observed after the model convergence. The fluctuation was related to the 
exploration mechanism of DRL. 

4.4 Comparison with conventional dispatching rules 

To verify whether the training model can select appropriate dispatching rules at various deci-
sion moments, 16 dispatching rules were compared on the test data set. Test data were config-
ured for 81 production scenarios according to all parameter configurations in Table 1, and 30 
groups of test data were randomly generated for each production scenario. Tables 3-5 displays 
the comparison results under various number of machines. The data in the table are the average 
values of test data. The results of the optimal values are displayed in bold for easy identification. 
The test results indicate that the algorithm model of the DDDQN is superior to the single sched-
uling rule in most cases, which reveals satisfactory solution solving ability and generalization 
ability of various problems. Finding a scheduling rule that can perform well in all production 
scenarios is difficult. 
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Table 3 Test results compared with dispatching rules under five machines 

 
Table 4 Test results compared with dispatching rules under ten machines 

 
 

Table 5 Test results compared with dispatching rules under fifteen machines 
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4.5 Comparison with the GA algorithm 

To prove the computational speed and optimization ability of the model, the DDDQN was com-
pared with the GA. In the GA, an active decoding approach and an elite retention strategy are 
used. For the medium- and large-scale problems, the GA first generates an initial scheduling 
scheme based on the initial order data. When a new order arrives, the GA reschedules to gener-
ate a new scheduling scheme. The start processing time of all orders differs considerably, and 
the number of the remaining operations of each order also differs. The parameters of the GA are 
set as follows: population size is 50, the crossover rate is 0.9, the mutation rate is 0.1, and the 
iteration number is 300. Some representative data were selected for verification. Each group of 
test data consists of 30 randomly generated data. The results are presented in Table 6. The data 
in the table are the average values of test data. The scheduling results and calculation time of the 
model are superior to the GA in all cases. The average calculation time of the DDDQN model to 
generate the scheduling scheme for test data at each decision moment was 0.05 s, which was 
almost instantaneous. Thus, the model can be used for real-time scheduling. 
 

Table 6 Comparison results of DDDQN and GA 
 Total tardiness CPU times (s) 

m Eavg DDT nadd DDDQN GA DDDQN GA 

5 

25 
1.0 10 17357 26263 0.04 46.29 

50 45832 64650 0.02 57.38 

2.0 10 12571 21354 0.04 46.26 
50 36174 53352 0.02 56.34 

100 
1.0 10 15173 22436 0.04 35.42 

50 14768 23195 0.01 8.11 

2.0 10 10417 18107 0.04 35.82 
50 9874 17173 0.01 8.10 

10 

25 
1.0 10 20981 30552 0.10 92.18 

50 54353 107956 0.05 163.86 

2.0 
10 11218 20531 0.10 91.82 
50 35443 88138 0.05 164.19 

100 
1.0 10 17211 28167 0.10 82.69 

50 19839 36521 0.04 28.24 

2.0 10 7743 18470 0.10 82.35 
50 8800 22720 0.04 28.30 

15 

25 
1.0 10 22058 32677 0.18 139.78 

50 62010 130030 0.08 266.73 

2.0 10 7334 17217 0.15 138.98 
50 32904 98901 0.08 265.63 

100 
1.0 10 18289 31864 0.18 131.80 

50 22665 48197 0.08 57.58 

2.0 10 4589 17439 0.16 131.53 
50 5889 26732 0.07 58.57 

5. Conclusion 
A DRL algorithm, namely the DDDQN, was proposed to solve real-time dynamic job shop sched-
uling with new order insertions. SPP technology was applied to the neural network structure. A 
five-channel production system state feature expression method that considered both global and 
local feature information was considered. As the action space, 16 commonly used dispatching 
rules were used, and the corresponding reward function was designed to minimize total tardi-
ness. Finally, considerable data from various production scenarios were generated at random to 
train and test the system model. 

Compared with conventional dispatching rules and heuristic algorithms, the results revealed 
that the algorithm outperformed the single scheduling rule method in most cases, which indicat-
ed that the algorithm can select dispatching rules adaptively in various production states. Com-
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pared with the GA, the computational speed and optimization ability of the trained models were 
validated, and real-time optimization and online decision were performed in dynamic event dis-
turbance. 

In the future, numerous uncertain factors, such as emergency orders, order cancellations, un-
certain processing times, equipment failures, and other multiple disturbance factors, will be 
studied. Compared with the pure full connection layer neural network, the CNN exhibits a com-
plex structure, which renders model training speed slow. The DQN in this study is a value-based 
method that cannot directly optimize the policy. Therefore, policy-based DRL methods, such as 
A3C and PPO, should be studied to improve the quality of solutions and the training speed. 
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