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A B S T R A C T A R T I C L E   I N F O 
The equipment manufacturing industry needs skilled workers to operate a 
specific set of machines following process specifications. Optimizing machine 
and worker assignments to achieve maximum efficiency is a critical problem 
for workshop managers. This paper investigates a multi-objective dual-
resource-constrained flexible job shop scheduling problem. An improved wild 
horse optimization (IWHO) algorithm is developed to simultaneously opti-
mize three objectives: makespan, maximum machine workload, and total 
machine workload. To evaluate the quality of individuals in multi-objective 
optimization, the Pareto fast non-dominated sorting method is used, and the 
crowding distance is calculated. To update the algorithm's solution, the cross-
over and mutation operations are used. Further, a local neighborhood search 
strategy is employed to enhance searchability and avoid trapping into the 
local optima. The benchmark of the flexible job shop scheduling problem is 
extended to create test instances, and the performance of the suggested IWHO 
algorithm is evaluated compared with the NSGA-II. The computational results 
show that the IWHO algorithm provides a non-dominated efficient set within 
a reasonable running time. Furthermore, a buffers and chain coupler assem-
bly process is designed to analyze the practical value of the IWHO algorithm. 
The proposed solutions can be used to generate daily schedules for managing 
machines, workers, and production cycles. 
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1. Introduction
Scheduling is crucial for increasing the efficiency of manufacturing resources in contemporary 
production systems. In the last few decades, numerous scheduling problems, including job shop 
scheduling problem (JSP) [1], flexible job shop scheduling problem (FJSP) [2-4], etc., have been 
exhaustively studied against the growing demand for flexible and customized manufacturing, 
typically characterized by short life cycles, small lot sizes, and changing product mixes [5]. In 
standard FJSP, only the machine flexibility is taken into account, which means that the opera-
tions of the jobs can be performed by more than one machine from the group of available ma-
chines [6]. However, physical manufacturing resources are not just machines and also cover 
human resources, materials, transferring tools, etc. [7]. Multiple resources are introduced into 
the production systems to make the scheduling scenario more realistic. Dual resources-
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constrained (DRC) systems, in which the capacity of both machines and human operators is lim-
ited, are studied in depth [8]. DRC systems are more complex than systems with a single re-
source, and the scheduling process must account for numerous additional technical challenges.  

In this paper, we investigated a dual-resource constraint flexible job shop scheduling prob-
lem (DRCFJSP) motivated by the example of an engineering equipment manufacturer's assem-
bled workshop. With the development of Industry 4.0 technologies, more and more factories 
have started to promote intelligent manufacturing [9]. In the actual workshop manufacturing 
system, constraints on production resource factors such as fixtures, transport equipment, and 
laborers exist in addition to equipment constraints. Due to the specific requirements of the pro-
duction structure, the engineering equipment assembly workshop requires a substantial amount 
of labor. Robots are incapable of performing a thorough job of installing electric components 
into spatially complex curved surfaces. In addition, multiple workers are organized to execute 
the tasks sequentially. In such a case, the DRCFJSP must be considered when determining the 
operational worker and assistant machine orders. 

In the production process with human-computer interaction, the generated schedule is chal-
lenging to execute if the worker factor is not considered or the worker efficiency is regarded as a 
fixed value [10]. The human factor largely determines the performance of the production system 
with manual operation, which makes the scheduling decision of the system more challenging 
due to the variability of personnel [11]. The processing performance of the production system is 
closely related to the operational efficiency of workers [12]. The production process in an as-
sembled workshop environment is becoming increasingly reliant on the efficient management of 
skilled workers, and the unreasonable allocation of personnel will also result in rising wage 
costs. In addition, due to the recurring COVID-19 epidemic, the manufacturing industry has diffi-
culty recruiting more skilled workers. Assigning a limited number of skilled workers to appro-
priate positions can increase production efficiency and ensure the plan's smooth progression. 

The DRCFJSP has been extensively studied using various approaches such as mixed-integer 
programming, constrained programming, heuristics, and meta-heuristics. However, there is a 
need to devise practical alternate solutions for this problem. To address this issue, this paper 
proposes an enhanced version of the Wild Horse Optimization (WHO) algorithm tailored to solve 
the DRCFJSP. The primary contributions of this research are listed as follows. 

• A multi-objective approach is proposed for the DRCFJSP that simultaneously minimizes 
the makespan, the maximum machine workload, and the total machine workload. 

• The wild horse optimization algorithm is discretized using the crossover and mutation op-
erators, and a local search strategy is added to avoid local optima. 

• A real-world test instance is provided for assembling the buffers and chain couplers. And 
the performance of the designed algorithm is also analyzed by solving the practical instance. 

2. Literature review 
Our research aims to design an alternative method to solve the DRCFJSP. We discussed the clos-
est two sides in the existing works: (i) DRCFJSP; and (ii) the involved wild horse optimization 
algorithm. For the flexible job shop scheduling problem, the readers can refer to the comprehen-
sive surveys [2, 13]. 

It is essential to find a solution to the multi-objective flexible job shop scheduling problem 
(MOFJSP), considering various production resources for supporting the development of the 
manufacturing industry in intelligence, flexibility, and personalized customization. The MOFJSP 
problem is a complex NP-hard problem, which is widely used in various fields such as aviation 
equipment, the shipbuilding industry [14], agricultural machinery manufacturing [15], semicon-
ductor manufacturing [16], etc. Among that, the DRCFJSP is studied widely from multiple per-
spectives. The DRCFJSP is introduced considering machine capacity and labor capacity and can 
be regarded as dual resource-constrained (DRC) systems that commonly exist in real-world sit-
uations [8]. In the DRCFJSP researches, the resources assignment problem and the operation 
sequence problem are studied concurrently. Nonetheless, the DRCFJSP is NP-hard in the strong 
sense since its simplified form, FJSP, is NP-hard. 
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In that case, various heuristics were designed to resolve the DRCFJSP. Lei and Guo [17] stud-
ied DRCFJSP to optimize the makespan based on variable neighborhood search. Then, they in-
vestigated a DRC job shop scheduling problem with interval processing time and heterogeneous 
resources and developed a dynamical neighborhood search algorithm [18]. Besides, simulated 
annealing (SA) and vibration damping optimization were designed to solve the DRCFJSP [19]. 
Moreover, some new population-based optimization algorithms were also presented to solve it, 
including genetic algorithm (GA) [20], fruit fly optimization algorithm [21], bat algorithm [22], etc. 

Due to the increase in computer power, constraint programming techniques were developed 
to solve the DRCFJSP [23]. However, operations can not be processed if the workers are not 
available or lack the requisite skills. Wu et al. [24] considered the worker's learning ability in the 
DRCFJSP and suggested a genetic algorithm to obtain the optimal solutions. Besides, the loading 
and unloading time of the fixtures was introduced into the DRCFJSP, and a non-dominated sort-
ing genetic algorithm II was proposed to minimize the makespan and the setup time [25]. Work-
ers ' fatigue cannot be ignored when considering the DRCFJSP in the casting workshop. And Tan 
et al. discussed a fatigue-conscious DRCFJSP with the support of the NSGA-II, minimizing the 
maximum worker fatigue and makespan [26]. Due to the requirement for product customization 
and on-time delivery in make-to-order companies, the due date-related criteria (the mean tardi-
ness) were introduced into the DRCFJSP, except for the makespan [27]. Recently, sequencing 
flexibility has been studied in DRCFJSP for minimizing the triple objectives, including makespan, 
maximal worker workload, and weighted tardiness [28]. Based on the above analysis, most of 
the current works focus on developing the heuristics in solving the DRCFJSP. Meanwhile, the 
multi-objective optimization approaches are insufficient, especially in triple objectives. There-
fore, developing an alternative solution approach is necessary to solve the DRCFJSP. 

The wild horse optimizer (WHO) is a new population-based optimization algorithm devel-
oped by Naruei and Keynia [29]. The WHO imitates the social lift behavior of wild horses, espe-
cially for the decency behavior of the horse. Compared to the existing algorithms, such as GA, 
particle swarm optimization, salp swarm algorithm, etc., the WHO performs better in solving the 
CEC2019 test functions. Since then, the WHO attracted the attention of many scholars. Li et al. 
[30] suggested four strategies to improve the optimization capability of the WHO and performed 
a demonstration of the improvement on CEC2017 and CEC2021. Vasanthkumar et al. [31] intro-
duced deep learning to enhance the WHO for the estimation of the state of charge in hybrid elec-
tric vehicles. Ali et al. [32] used the WHO to optimize the distributed generation to increase the 
reliability, stability, and security of the electrical power systems. Alphonse et al. [33] adopted the 
WHO to allocate electric vehicle charging stations and photovoltaic energy resources in a smart 
grid simultaneously. Milovanović et al. [34] studied the multi-objective energy management 
problem using the WHO. Based on the applications of the WHO, it is rare to apply the WHO to 
scheduling problems. In this paper, we tried to design an improved WHO algorithm to fill the 
research gap in discretizing the WHO for solving DRCFJSP. 

3. Problem Description 
The DRCFJSP is described as follows: 𝑛𝑛 jobs 𝐽𝐽 = {1,2,⋯ , 𝑛𝑛} needs to be processed on 𝑚𝑚 machines 
𝑀𝑀 = {1,2,⋯ ,𝑚𝑚} accompanied by 𝑤𝑤 workers 𝑊𝑊 = {1,2,⋯ ,𝑤𝑤}. Each job includes multiple opera-
tions, and the processing sequence of the operations must be followed. Each machine can only 
perform one operation at the same time. The operations can be processed on one of the available 
machines, and workers with the ability to operate the corresponding machines are assigned ac-
cording to the process requirements. The worker number 𝑤𝑤 should be less than or equal to the 
machine number m, and the processing time is determined by the operation efficiency of the 
selected workers and the capacity of the assigned machine. Each worker can operate more than 
one machine, and the machining operation efficiency of each worker is different. 

To evaluate the effectiveness of the scheduling scheme in terms of production efficiency and 
machine utilization, we have selected three objectives for optimization, which include minimiz-
ing the makespan, maximal machine workload, and total machine workload. Among these goals, 
the makespan is crucial in determining production efficiency as it directly relates to the comple-
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tion time of each job. The maximal machine workload identifies the bottleneck machine, and 
reducing it can help improve the workshop's production efficiency. Additionally, the total ma-
chine workload is closely related to machine idle losses and energy consumption. The scheduling 
process aims to provide an optimal resource allocation scheme and process sequence while ad-
hering to process constraints and dual resource capacity constraints. Achieving the optimal 
schedule involves minimizing the aforementioned three objectives.  

Table 1 Notation 
𝐽𝐽 set of jobs，𝐽𝐽 = {1,2,⋯ ,𝑛𝑛} 
𝑀𝑀 set of machines，𝑀𝑀 = {1,2,⋯ ,𝑚𝑚} 
𝑊𝑊 set of workers，𝑊𝑊 = {1,2,⋯ ,𝑤𝑤} 
𝑊𝑊𝑘𝑘  set of eligible workers that can operate machine k, 𝑊𝑊𝑘𝑘 ⊆ 𝑊𝑊 
𝐽𝐽𝑖𝑖 set of operations of job 𝑖𝑖 (𝑖𝑖 ∈ 𝐽𝐽), 𝐽𝐽𝑖𝑖 = {1,2,⋯ ,𝑛𝑛𝑖𝑖} 
𝑂𝑂𝑖𝑖𝑖𝑖 the 𝑗𝑗-th operation of job 𝑖𝑖 (𝑖𝑖 ∈ 𝐽𝐽, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖) 
𝐶𝐶𝑖𝑖 the complete time of job 𝑖𝑖 (𝑖𝑖 ∈ 𝐽𝐽) 
𝑠𝑠𝑖𝑖𝑖𝑖 the starting time of the operation 𝑂𝑂𝑖𝑖𝑖𝑖  
𝑐𝑐𝑖𝑖𝑖𝑖  the completion time of the operation 𝑂𝑂𝑖𝑖𝑖𝑖  
𝑝𝑝𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖 the processing time of operation 𝑂𝑂𝑖𝑖𝑖𝑖 is processed on machine 𝑘𝑘 by worker 𝑟𝑟  
𝛥𝛥 a big number 

𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖  binary variable: 1, if the operation 𝑂𝑂𝑖𝑖𝑖𝑖 is processed on machine k by worker 𝑟𝑟; 0, otherwise 

𝑦𝑦𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑘𝑘 binary variable: 1, if both operation 𝑂𝑂𝑖𝑖𝑖𝑖 and operation 𝑂𝑂𝑔𝑔ℎ are processed on machine k, and 𝑂𝑂𝑔𝑔ℎ 
is earlier than 𝑂𝑂𝑖𝑖𝑖𝑖; 0, otherwise 

𝑧𝑧𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖  binary variable: 1, if both operation 𝑂𝑂𝑖𝑖𝑖𝑖 and operation 𝑂𝑂𝑔𝑔ℎ are processed by worker r, and 𝑂𝑂𝑔𝑔ℎ is 
earlier than 𝑂𝑂𝑖𝑖𝑖𝑖; 0, otherwise 

𝑇𝑇𝑤𝑤𝑙𝑙
𝑆𝑆  the idle start time for worker 𝑤𝑤𝑙𝑙 

𝑇𝑇𝑤𝑤𝑙𝑙
𝐸𝐸  the idle end time for worker 𝑤𝑤𝑙𝑙 

The notation is defined in Table 1. The mixed-integer programming model of the DRCFJSP 
with the triple objectives is given as follows. 

 min 𝑓𝑓1 = 𝑚𝑚𝑚𝑚𝑥𝑥
𝑖𝑖∈𝑁𝑁

{𝐶𝐶𝑖𝑖} (1)  
 min 𝑓𝑓2 = 𝑚𝑚𝑚𝑚𝑥𝑥

𝑘𝑘∈𝑀𝑀
{∑ ∑ ∑ 𝑝𝑝𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖𝑖𝑖∈𝐽𝐽𝑖𝑖𝑖𝑖∈𝑁𝑁𝑖𝑖∈𝑊𝑊𝑘𝑘 } (2) 

min 𝑓𝑓3 = ∑ ∑ ∑ ∑ 𝑝𝑝𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖𝑖𝑖∈𝐽𝐽𝑖𝑖𝑖𝑖∈𝑁𝑁𝑖𝑖∈𝑊𝑊𝑘𝑘𝑘𝑘∈𝑀𝑀                                              (3) 
s.t. 

 ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖𝑖𝑖∈𝑊𝑊𝑘𝑘 = 1𝑘𝑘∈𝑀𝑀   ∀𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖, 𝑖𝑖 ∈ 𝑁𝑁 (4) 
 𝑐𝑐𝑖𝑖𝑖𝑖 ≥ 𝑠𝑠𝑖𝑖𝑖𝑖 + ∑ ∑ (𝑝𝑝𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖)𝑖𝑖∈𝑊𝑊𝑘𝑘𝑘𝑘∈𝑀𝑀  ∀𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖, 𝑖𝑖 ∈ 𝑁𝑁 (5) 
 𝑐𝑐𝑖𝑖𝑖𝑖 ≤ 𝑠𝑠𝑖𝑖(𝑖𝑖+1) ∀𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖\{𝑛𝑛𝑖𝑖}, 𝑖𝑖 ∈ 𝑁𝑁 (6) 

𝑦𝑦𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑘𝑘 + 𝑦𝑦𝑖𝑖𝑖𝑖𝑔𝑔ℎ𝑘𝑘 ≤ 1 ∀ℎ ∈ 𝐽𝐽𝑔𝑔, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖,𝑔𝑔, 𝑖𝑖 ∈ 𝑁𝑁,𝑘𝑘 ∈ 𝑀𝑀                                     (7) 
𝑧𝑧𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑧𝑧𝑖𝑖𝑖𝑖𝑔𝑔ℎ𝑖𝑖 ≤ 1 ∀ ℎ ∈ 𝐽𝐽𝑔𝑔, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖,𝑔𝑔, 𝑖𝑖 ∈ 𝑁𝑁, 𝑟𝑟 ∈ 𝑊𝑊                                     (8) 

 𝑐𝑐𝑔𝑔ℎ ≤ 𝑠𝑠𝑖𝑖𝑖𝑖 +△ (3 − ∑ 𝑥𝑥𝑔𝑔ℎ𝑘𝑘𝑖𝑖𝑖𝑖∈𝑊𝑊𝑘𝑘 − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖𝑖𝑖∈𝑊𝑊𝑘𝑘 − 𝑦𝑦𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑘𝑘)∀ℎ ∈ 𝐽𝐽𝑔𝑔, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖,𝑘𝑘 ∈ 𝑀𝑀,𝑔𝑔, 𝑖𝑖 ∈ 𝑁𝑁 (9) 
 𝑐𝑐𝑔𝑔ℎ ≤ 𝑠𝑠𝑖𝑖𝑖𝑖 +△ (3 − ∑ 𝑥𝑥𝑔𝑔ℎ𝑘𝑘𝑖𝑖 − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖𝑘𝑘∈𝑀𝑀𝑘𝑘∈𝑀𝑀 − 𝑧𝑧𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖)∀ℎ ∈ 𝐽𝐽𝑔𝑔, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖, 𝑟𝑟 ∈ 𝑊𝑊,𝑔𝑔, 𝑖𝑖 ∈ 𝑁𝑁 (10) 
 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 ≥ 𝑐𝑐𝑖𝑖𝑖𝑖  ∀𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖, 𝑖𝑖 ∈ 𝑁𝑁 (11) 
 𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖,𝑦𝑦𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑘𝑘 , 𝑧𝑧𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑘𝑘 ∈ {0,1}∀ℎ ∈ 𝐽𝐽𝑔𝑔, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖, 𝑟𝑟 ∈ 𝑊𝑊𝑘𝑘 ,𝑘𝑘 ∈ 𝑀𝑀,𝑔𝑔, 𝑖𝑖 ∈ 𝑁𝑁 (12) 

The objective functions consist of three parts. Eq. 1 minimizes the maximum makespan, Eq. 2 
minimizes the maximum machine workload, and Eq. 3 minimizes the overall machine load. Con-
straint Eq. 4 ensures that each operation of a job can only be allocated to a single worker and 
performed simultaneously by a single piece of machine. The processing completion time of each 
operation is the sum of its earliest starting time and its processing time, as shown by Constraint 
Eq. 5. There is a processing sequence restriction between two adjacent job operations, according 
to constraint Eq. 6. The conflicting sequence of operations allocated to a machine is avoided by 
constraint Eq. 7. The conflicting sequence of operations allocated to a worker is avoided by con-
straint Eq. 8. Constraints Eqs. 9 to 10 establish the respective association between x, y, and z. 
Makespan is specified by constraint Eq. 11. The domains of three decision variables are set by 
constraint Eq. 12.  
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4. The improved wild horse optimization algorithm 
Due to the intractable nature of the problem under study and the necessity of finding multiple 
Pareto optimal solutions, an improved multi-objective wild horse optimization algorithm is pro-
posed. The wild horse optimizer (WHO) is a new meta-heuristic algorithm for solving continu-
ous optimization problems [29]. This population-based optimization algorithm imitates the be-
havior of non-territorial wild horses to find the optimal solution in the solution space. Specifical-
ly, group behaviors, grazing, mating, dominance, and leadership are utilized to design search 
operators. As with other optimization algorithms, the WHO starts with an initial random popula-
tion with 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 members. Moreover, the 𝐺𝐺 (𝐺𝐺 = �𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 × 𝑃𝑃𝑃𝑃�, where PS is the percentage of stal-
lions in the population) leaders (stallions) are selected based on their fitness values to deter-
mine the groups, and the remaining members (𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 − 𝐺𝐺) are divided equally among these 
groups. The stallion can be regarded as the center of the grazing area, and the group members 
are searched around the center. When the position of the stallion is in a different direction, its 
members are attracted by using the position updating equation. Compared to other animals, the 
behavior of separating foals from the group and mating them prevents the father from mating 
with the daughter or siblings. In the WHO, the crossover operator is used to simulate the behav-
ior of the departure and mating of horses. According to the horse mating behavior, the prema-
turity of the population can be prevented. The group leader must lead the group to a suitable 
area. The water hole can be taken as this suitable area. And the leaders must compete for this 
water hole so that the dominating group can use this water hole and other groups are not al-
lowed to use the water hole. The WHO simulates this behavior to update the stallion's location 
and expedite the search process. In the initial iteration, the group's leaders are selected at ran-
dom. In later iterations of the WHO, leaders are chosen based on their fitness. If one member of 
the group is superior to the group leaders, their positions will be switched. If the termination 
criteria are met, the algorithm is stopped, and the best solution is output. Otherwise, the algo-
rithm is iterated. 

The standard WHO algorithm was created to solve continuous optimization problems. Here, 
discrete optimization is required for the investigated DRCFJSP. The section introduces the spe-
cifics of the improved WHO algorithm. The enhanced components are designed based on the 
peculiarities of our problem. 

4.1 Encoding and decoding scheme 

In our algorithm, the encoding scheme adopts a three-vector string [21] to express the operation 
sequence (OS), machine assignment (MA), and worker assignment (WA) in a solution, as shown 
in Fig. 1. The first vector OS is the order of the jobs' operations. The number of occurrences for a 
specific job index corresponds to its operation number. The second vector MA and the third vec-
tor WA determine the corresponding suitable machine and worker for the specific operation of 
the job in OS. The lengths of the three vectors are ∑ 𝑛𝑛𝑖𝑖𝑖𝑖∈𝑁𝑁 . 

1 1112233

OS 3

MA

1 123342

WA 1 1122122

 
O11 O21 O41 O31 O32 O22 O12 O33

J1 J2 J3 J4

J1 J2 J3 J4

O11 O12 O21 O22 O23 O31 O32 O41

 
Fig. 1 Solution encoding scheme 
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Based on the above representation, the corresponding schedule can be obtained via the fol-
lowing five steps of the decoding procedure. 

1) Take the operation 𝑂𝑂𝑖𝑖𝑖𝑖  from the OS one by one from left to right and find the correspond-
ing machine 𝑘𝑘 and worker 𝑟𝑟; 

2) Based on the processing time 𝑝𝑝𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖 of operation 𝑂𝑂𝑖𝑖𝑖𝑖  handling by machine 𝑘𝑘 and worker 𝑟𝑟, 
the free interval [𝑇𝑇𝑘𝑘𝑆𝑆,𝑇𝑇𝑘𝑘𝐸𝐸] of machine 𝑘𝑘 and the free interval [𝑇𝑇𝑖𝑖𝑆𝑆,𝑇𝑇𝑖𝑖𝐸𝐸] of worker 𝑟𝑟 can be de-
termined, in which 𝑇𝑇𝑆𝑆 and 𝑇𝑇𝐸𝐸  are the starting time and the ending time of the free interval, 
respectively.  

3) Calculate the starting time 𝑇𝑇𝑖𝑖𝑖𝑖𝑆𝑆 of the operation 𝑂𝑂𝑖𝑖𝑖𝑖  via the Eq. 13; 
 𝑇𝑇𝑖𝑖𝑖𝑖𝑠𝑠 = 𝑚𝑚𝑚𝑚𝑥𝑥(𝑇𝑇𝑖𝑖(𝑖𝑖−1)

𝐸𝐸 ,𝑇𝑇𝑘𝑘𝑆𝑆,𝑇𝑇𝑖𝑖𝑆𝑆)                                                         (13) 

4) Evaluate whether the operation 𝑂𝑂𝑖𝑖𝑖𝑖  can be processed earlier. If 𝑇𝑇𝑖𝑖𝑖𝑖𝑆𝑆 + 𝑃𝑃𝑖𝑖𝑖𝑖𝑘𝑘𝑖𝑖 ≤ 𝑚𝑚𝑖𝑖𝑛𝑛(𝑇𝑇𝑘𝑘𝐸𝐸 ,𝑇𝑇𝑖𝑖𝐸𝐸), 
the operation 𝑂𝑂𝑖𝑖𝑖𝑖  can be inserted into the available free interval forward. If the operation 
𝑂𝑂𝑖𝑖𝑖𝑖  can not be inserted into the existing free interval, it is appended to the processing list 
of the operations assigned to machine 𝑘𝑘. And the starting time of operation 𝑂𝑂𝑖𝑖𝑖𝑖  is the max-
imum between the ending time of the last operation assigned to machine 𝑘𝑘 and the ending 
time of the last operation assigned to worker 𝑟𝑟; 

5) Repeat the above steps 1-4 until all operations of the jobs have been processed. 

4.2 Population initialization 

To improve the WHO algorithm's population initialization, multiple groups of individuals should 
be initialized, in line with the algorithm's design philosophy. The exchange of information be-
tween these groups can expedite the search procedure, but the quality of initial solutions can 
also enhance the algorithm's ability to explore and exploit. To generate the OS, our algorithm 
selects a processing operation randomly from the list of candidate operations while maintaining 
the precedence relationship between the job operations. The MA and WA are then generated by 
assigning the most efficient machine and worker, respectively. 

4.3 Pareto ranking and crowding distance 

The fast-non-dominated sorting approach proposed in non-dominated sorting genetic algorithm 
II (NSGA-II) [35] is adopted to construct the set of Pareto optimal solutions. The sorting ap-
proach distinguishes all nondominated solutions based on the individuals' objective values and 
directs the population toward the set of Pareto optimal solutions. We consider two entities for 
each individual: 1) 𝑛𝑛(𝑖𝑖) represents the number of the solutions that dominate the individual 𝑖𝑖, 
and 2) 𝑃𝑃(𝑖𝑖), a set of individuals that the individual 𝑖𝑖 dominates. The detailed computation pro-
cess for the two entities can be found in reference [35]. Individuals with rank one belong to the 
non-dominated set which is also called the Pareto-optimal set. Once the non-dominated sorting 
is finished, a new population of size 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 is formed with individuals of different non-dominated 
fronts. 

After the Pareto ranking of the individuals, the priority relationship of the individuals located 
on the same front should be analyzed. In our improved WHO algorithm, individual sorting is 
used to guide the updating of the remaining individuals with the information of the best one. 
And the crowding distance is used to sort the individuals of the same front. The crowding dis-
tance of an individual from the nondominated solution set is the sum of the differences in the 
objective values of its two adjacent individuals. Here, we set the boundary value of the crowding 
distance to infinity for selecting other individuals at the next iteration. Before calculating the 
crowding distance, the individuals of various Pareto fronts are sorted based on their objective 
values. The following Eq. 14 is used to assign the crowding distance 𝐷𝐷𝑖𝑖 to the individual 𝑖𝑖. 

 max min
( 1) ( 1)H

h h
d

h h h

f i f i
n

f f
+ − −

=
−

∑  (14) 
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In the above equation, 𝐻𝐻 is the number of objective values at the same front, 𝑓𝑓ℎ𝑚𝑚𝑚𝑚𝑚𝑚 is the max-
imum value of the objective function 𝑓𝑓ℎ, 𝑓𝑓ℎ𝑚𝑚𝑖𝑖𝑚𝑚 is the minimum value of the objective function 𝑓𝑓ℎ, 
𝑓𝑓ℎ(𝑖𝑖 + 1)and 𝑓𝑓ℎ(𝑖𝑖 − 1) are the objective values of the two most adjacent individuals for 𝑖𝑖 at the 
sorting sequence, respectively.  

4.4 Position updating for group members 

In the original WHO introduced in reference [29], the positions of group members are updated 
based on the grazing and mating behavior of horses. In our algorithm, the stallion of the group 
and the stallions of other groups guide the updating of the position of the individuals. Once the 
population has completed the Pareto ranking, and the calculation of crowding distance, the 
member with the greatest crowding distance is regarded as the group's stallion (the group lead-
er). Eq. 15 motivates the group members to move and search around the leader of the same 
group or the leader of other groups.  

 𝑋𝑋𝑖𝑖,𝑖𝑖,(𝑡𝑡+1)
′ = 𝑋𝑋𝑖𝑖,𝑖𝑖,𝑡𝑡⨁𝑋𝑋𝑖𝑖,𝑏𝑏𝑏𝑏𝑠𝑠𝑡𝑡,𝑡𝑡⨁𝑋𝑋𝑘𝑘,𝑏𝑏𝑏𝑏𝑠𝑠𝑡𝑡,𝑡𝑡 (15) 

In the above equation, t is the iteration index, 𝑋𝑋𝑖𝑖,𝑖𝑖,𝑡𝑡 is the current position of the individual 𝑗𝑗 of 
the group 𝑖𝑖 at iteration 𝑡𝑡, 𝑋𝑋𝑖𝑖,𝑏𝑏𝑏𝑏𝑠𝑠𝑡𝑡,𝑡𝑡 is the position of the stallion of group 𝑖𝑖; 𝑋𝑋𝑘𝑘,𝑏𝑏𝑏𝑏𝑠𝑠𝑡𝑡,𝑡𝑡 is the position 
of the stallion of the group 𝑘𝑘 (𝑘𝑘 ≠ 𝑖𝑖). In particular, the group 𝑘𝑘 is randomly selected from the 
remaining groups except for group 𝑖𝑖. Moreover, ⨁ is the crossover operator introduced later. Eq. 
15 means the position of the group member should be updated by its group leader or another 
group leader. The grazing behavior and horse mating behavior can be embodied in Eq. 15. In the 
subsequent section, we introduce the crossover operator using Eq. 15. 

Crossover operator 

To improve the efficiency and effectiveness of the proposed algorithm, we implemented two 
crossover operators to obtain new group member positions. An improved precedence operation 
crossover (IPOX) is used to create the new sequence for the OS vector. The IPOX is not only able 
to retain excellent solutions for the subsequent iteration, but it can also effectively reduce the 
generation of solutions that are not feasible. The procedures of IPOX for OS are described in de-
tail below. Each group member is paired with a random stallion from another group to form a 
crossover pair. PO1 and PO2 represent the parents. Let CO1 and CO2 represent their offspring. 
Some jobs are randomly selected to form a set 𝑃𝑃, where |𝑃𝑃| ≤ 𝑛𝑛 − 1. Then, all jobs are split into 
two sets 𝑃𝑃 and 𝑁𝑁 − 𝑃𝑃. The positions of the selected jobs 𝑃𝑃 of parent PO1 are copied to CO1. The 
job of the set 𝑁𝑁 − 𝑃𝑃 is taken from the PO2 in sequence and inserted into the remaining position 
of the CO1. The same procedure is executed for PO2 and CO2. An example of the IPOX operator is 
shown in Fig. 2. 

 
Fig. 2 IPOX for OS 

Moreover, the multi-point crossover (MPX) is adopted to generate the new vectors for MA 
and WA, and the MPX randomly selects some points in the parent individuals for crossover. 
First, a random set 𝑅𝑅 of 0-1 numbers is generated. In particular, |𝑅𝑅| = ∑ 𝑛𝑛𝑖𝑖𝑖𝑖∈𝑁𝑁 . The elements of 𝑅𝑅 
determine whether the crossover operator should be implemented. When the element is 1, the 
crossover should be implemented. Let PM1/PW1 and PM2/PW2 denote the parent individuals 
for MA and WA. Let CM1/CW1 and CM2/CW2 represent the offspring individuals for MA and 
WA. When the element of 𝑅𝑅 is 1, the elements of two-parent individuals are exchanged to form 
the offspring individuals. Otherwise, the elements of two-parent individuals are copied into the 
offspring individuals. When the offspring individuals are infeasible, the parent individuals are 
kept. An example of an MPX operator is presented in Fig. 3. 
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Fig. 3 MPX operator for MA and WA 

Mutation operator 

The mutation operator working on the elite individuals is turned to lasting diversity during the 
evolution process. This paper adopts two mutation operators for a three-level encoding scheme. 
The OS string uses the two-point reversing operator to generate the mutated individual. That is 
to say, two elements are selected randomly from the OS string, and all operations between the 
selected two elements are reversed. An example is shown in Fig. 4(a), where PO is the parent OS 
string, and CO is the chromosome OS string. The two-point random mutation operator is used 
for the MA and WA strings. In particular, one element is randomly selected from the MA string. 
And a different component is chosen from the set of available machines for the corresponding 
job operation. The above procedure is repeated again for another randomly chosen MA element. 
Moreover, the mutation operator of the WA is the same as the MA. Only the set of the available 
worker should be used. As shown in Fig. 4(b) and Fig. 4(c), the new MA string and the new WA 
string are generated based on the available candidate set. 

 
(a) OS 

 
(b) MA 

 
(c) WA 

Fig. 4 Mutation operator  
4.5 Local search operator 

The primary purpose of the local search strategy is to prevent premature convergence and en-
sure the global search ability of the proposed algorithm. To achieve this, a local search method 
based on non-dominated sorting is designed. While the introduction of a local search strategy 
may increase the algorithm's run time, this paper balances run time and search effect by sorting 
the individuals of each non-dominated solution set by crowding distance, selecting the first 50 % 
of individuals to construct a search set, and performing a local search on this set. The neighbor-
hood is perturbed by modifying the processes on the critical path. 

The neighborhood structures are designed based on the following rules: 1) The two key op-
erations at the end of the first key block on the critical path are exchanged to satisfy process 
requirements while keeping the machine and worker indexes of the operation unchanged; 2) If 
the key block is at the end of the critical path, the two key operations at the beginning of the 
block are exchanged according to the process precedence relationship, without modifying the 
machine and worker indexes; 3) For other key block operations, only the key operations adja-
cent to the block head and block tail are exchanged, and operations in the remaining key blocks 
are not perturbed. No perturbation is performed if there is only one critical operation in the crit-
ical block. 4) To avoid generating infeasible solutions, perturbation is not performed if the ex-
change of operations belongs to the same workpiece. The local search procedure for our multi-
objective problem is outlined as follows: 

Step1:  Construct the neighborhood solution set 𝑁𝑁𝑂𝑂 = ∅ and the comparison solution set 
𝐶𝐶𝑃𝑃 = ∅; 

Step2:  For each individual 𝑠𝑠𝑖𝑖  of search solution set 𝑃𝑃, all neighborhood solutions are gener-
ated by the designed neighborhood structure； 
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Step3：Evaluate the dominant relationship between the individual 𝑠𝑠𝑖𝑖  and its neighborhood 
solution 𝑠𝑠𝑖𝑖′. If 𝑠𝑠𝑖𝑖 ≺ 𝑠𝑠𝑖𝑖′, the neighborhood solution 𝑠𝑠𝑖𝑖′ is abandoned; if 𝑠𝑠𝑖𝑖  and 𝑠𝑠𝑖𝑖′ are irre-
lated, the neighborhood solution 𝑠𝑠𝑖𝑖′ is added into the set 𝑁𝑁𝑂𝑂. If 𝑠𝑠𝑖𝑖′ ≺ 𝑠𝑠𝑖𝑖, the current so-
lution 𝑠𝑠𝑖𝑖  is replaced by 𝑠𝑠𝑖𝑖′, the neighborhood solution 𝑠𝑠𝑖𝑖′ is added into the set 𝐶𝐶𝑃𝑃, the 
neighborhood solution set 𝑁𝑁𝑂𝑂 is set to empty, and the search of the individual 𝑠𝑠𝑖𝑖  is 
stopped; 

Step4:  Once all neighborhood solutions of the individual 𝑠𝑠𝑖𝑖  have been searching, if a non-
dominated solution of 𝑠𝑠𝑖𝑖  is found, 𝑠𝑠𝑖𝑖  is put into the set 𝑁𝑁𝑂𝑂. And the set NO and the set 
CP are merged. The set 𝑁𝑁𝑂𝑂 is set to empty, and the local search starts to implement 
the above search process for the next individual 𝑠𝑠𝑖𝑖+1;  

Step5:  After searching all individuals of the set 𝑃𝑃, all individuals of the set 𝐶𝐶𝑃𝑃 are nondomi-
nated sorted. The non-dominated solutions with large crowding distances are select-
ed to replace the individuals of the set 𝑃𝑃.  

The local search strategy proposed in this paper is based on non-dominated sorting for indi-
vidual selection, which can effectively select the best solution in the population so that the algo-
rithm can be accelerated toward the convergence to the Pareto frontier. 

4.6 Framework of the improved WHO algorithm 

The procedure of the improved WHO algorithm solving the DRCFJSP is depicted as follows. First-
ly, the algorithm parameters are determined and the instance parameters are input into the al-
gorithm. A population with 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 individuals is generated. The three-level encoding scheme and 
the greedy insert decoding scheme are used to obtain the schedule with triple objectives. The 
population based on the fast non-dominated sorting and crowding distance is evaluated. Then, 
the best and worst solutions are selected to guide the individual updating. A pair of solutions is 
randomly selected out of the population, and the crossover operation is executed. The crossover 
process is repeated until every individual is paired with the other population individual with the 
greatest crowding distance. The individuals from various groups are selected to execute the mu-
tation operation. The above process is repeated until the number of individuals meets the prede-
termined size. After that, the local search is performed on the first 50 % of individuals based on 
the crowding distance of the nondominated individuals at the same level. The above process is 
repeated until the number of individuals meets the predetermined size. Subsequently, the elitist 
archive with the first Pareto front solutions of the new population is updated. Once the termina-
tion criteria are met, output the best individual. 

5. Experimental results and analysis 
The proposed IWHO algorithm is implemented in Python. The code is run on a PC with an Intel 
Core i5-6400 CPU (2.70GHz), 8GB RAM, and a 64-bit Windows 10 operating system. For evaluat-
ing the performance of the improved IWHO algorithm in solving the multi-objective DRCFJSP 
problem, the standard NSGA-II method is used as a benchmark here. The two algorithms are run 
ten times for each test instance to eliminate the effect of the random search.  

5.1 Instance generation 

Two groups of test instances were generated using the method proposed in reference [17] based 
on the BRdata and DPpaulli. The first group consists of ten instances with MK01-10[36] and the 
second group includes eight instances with DP01-08 [37]. Except for the processing information 
of the jobs, we added the data of machines and workers into the two groups of instances, as 
shown in Table 2. In particular, the processing time of each operation for all jobs is randomly 
picked from the interval [𝑝𝑝𝑖𝑖𝑖𝑖𝑘𝑘 ,𝑝𝑝𝑖𝑖𝑖𝑖𝑘𝑘 + 𝛿𝛿𝑖𝑖𝑖𝑖], where 𝑝𝑝𝑖𝑖𝑖𝑖𝑘𝑘  is the processing time of the job operation 
in the original benchmark instance, and 𝛿𝛿𝑖𝑖𝑖𝑖  is a random number from the interval [2, 8]. 
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Table 2 Machine-worker data for test instances 
Instances w The set of eligible workers operating machine k 
DMK1-2 4 𝑊𝑊1 = {1,3},𝑊𝑊2 = {2,4},𝑊𝑊3 = {1,4},𝑊𝑊4 = {2,3,4},𝑊𝑊5 = {1,2},𝑊𝑊6 = {3} 
DMK3-4; 

DP7-8 6 𝑊𝑊1 = {1,3},𝑊𝑊2 = {2,4},𝑊𝑊3 = {4},𝑊𝑊4 = {2,3},𝑊𝑊5 = {1,6},𝑊𝑊6 = {3,4,5},𝑊𝑊7 = {4,5},𝑊𝑊8 = {5,6} 

DMK5 3 𝑊𝑊1 = {1,3},𝑊𝑊2 = {2,3},𝑊𝑊3 = {1,3},𝑊𝑊4 = {1,2} 
DMK6; 
DMK10 8 𝑊𝑊1 = {1,8},𝑊𝑊2 = {2,4},𝑊𝑊3 = {3,8},𝑊𝑊4 = {3,7},𝑊𝑊5 = {6},𝑊𝑊6 = {5},𝑊𝑊7 = {2,5},𝑊𝑊8 = {1,5,6},𝑊𝑊9 

       = {4,7},𝑊𝑊10 = {1,6,8},𝑊𝑊11 = {2,3},𝑊𝑊12 = {4},𝑊𝑊13 = {4},𝑊𝑊14 = {7,8},𝑊𝑊15 = {5,7} 
DMK7; 
DP1-6 4 𝑊𝑊1 = {1,4},𝑊𝑊2 = {2,4},𝑊𝑊3 = {1,3},𝑊𝑊4 = {2,3},𝑊𝑊5 = {1,4} 

DMK8, 
DMK9 6 𝑊𝑊1 = {1,4},𝑊𝑊2 = {2,6},𝑊𝑊3 = {1,3},𝑊𝑊4 = {2,3,6},𝑊𝑊5 = {1,5},𝑊𝑊6 = {5},𝑊𝑊7 = {4,5},𝑊𝑊8 = {3,6},𝑊𝑊9

= {2,4},𝑊𝑊10 = {3,6} 

5.2 Parameter setting 

The IWHO algorithm does not need to tune the specific parameters involved in other population-
based algorithms. Here we only considered two parameters, including population size 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 and 
number of iterations 𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚. The candidate values of the two parameters are listed as follows. 
𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 ∈ {50,100,150,200}, 𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 ∈ {50,100,200,500}.  

Then, we had 16 combinations for the two parameters to tune. The IWHO solved the first four 
instances of Brdata with 16 combinations. The performance of each combination is measured by 
the relative percentage deviation (RPD) defined by 𝑅𝑅𝑃𝑃𝐷𝐷(%) = 100 × (𝑓𝑓1(𝑖𝑖) − 𝑓𝑓1∗)/𝑓𝑓1∗, where 
𝑓𝑓1(𝑖𝑖) is the makespan delivered by the IWHO with the ith parameter value and 𝑓𝑓1∗ is the best val-
ue obtained by the IWHO. The two-way variance analysis (ANOVA) test examined the computa-
tional results. The ANOVA results are shown in Table 3. The analysis indicates that parameters 
𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 are significantly different. However, the interaction between the two parame-
ters is not statistically significant due to its high P-value. That means it is unnecessary to consid-
er the interaction in further analysis. 

Furthermore, the two parameters are further analyzed by a multi-compared method. The 
means plot and 95 % confidence level Tukey's Honestly Significant Difference (HSD) intervals 
for these four candidate values of 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 are described in Fig. 5(a) and Fig. 5(b), respec-
tively. As can be seen from Fig. 5(a), Tukey's HSD interval with 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 = 100 has a better mean 
RPD value. When considering the running time, we have chosen 100 as the best value of the pa-
rameter 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝. The Tukey's HSD interval with 𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚=200 is significantly lower than that with 
the other three values. Therefore 𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 = 200 gives the best result for our algorithm. There-
fore, we set the two parameters 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 = 100 and 𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 = 200 in the following computations. 

Table 3 ANOVA results for the experiment on tuning the parameters of IWHO 
Source DF Sum of Squares Mean Square F Value P Value 
𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 3 329.008 109.669 3.042 0.038 
𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 3 729.849 243.283 6.748 0.000 
Interaction 9 104.434 11.603 0.321 0.963 
Model 15 1163.293 77.552 2.151 0.023 
Error 48 1730.395 36.049 

  

Corrected Total 63 2893.688 
   

 

 
(a) 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 

 
(b) 𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 

Fig. 5 Means plot and 99 % confidence level Tukey's HSD intervals for population size 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑖𝑖𝑡𝑡𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚. 
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5.3 Result analysis 

To evaluate the effectiveness of the algorithm proposed in this paper, we compare the IWHO 
algorithm with the NSGA-II algorithm for solving the DRCFJSP. The computational results consist 
of three objectives: minimizing the maximum makespan, the maximal machine workload, and 
the total machine workload. Table 4 displays the computational results of the IWHO and NSGA-II 
algorithms for these three objectives, respectively. Moreover, the best objective values are high-
lighted. It can be observed that the solutions provided by our IWHO algorithm dominate those 
obtained by NSGA-II for most instances, indicating that the three objectives of the solutions giv-
en by IWHO are superior to those of NSGA-II. Upon analyzing the individual objectives, IWHO 
outperforms NSGA-II in terms of makespan. For total machine workload, 13 out of 18 instances 
achieved better solutions using IWHO, while for maximal machine workload, both algorithms 
performed comparably. The running time of the two algorithms is nearly identical. As a multi-
objective problem, DRCFJSP requires balancing the three objectives. Our IWHO algorithm per-
forms exceptionally well in solving the studied multi-objective scheduling problem. 

Table 4 Computational Results for the IWHO algorithm 

Instance 
  NSGA-Ⅱ  IWHO  
 𝑛𝑛 𝑚𝑚 𝑤𝑤 𝑓𝑓1 𝑓𝑓2 𝑓𝑓3 CPU(s)  𝑓𝑓1 𝑓𝑓2 𝑓𝑓3 CPU(s) 

DMK01  10 6 4 76 52 240 1316 
 

 71 52 224 1175 
DMK02  10 6 4 69 47 208 1586  60 39 208 1211 
DMK03  15 8 6 310 220 1087 1964  272 219 1043 1662 
DMK04  15 8 6 144 85 468 1531  121 87 448 1228 
DMK05  15 4 3 370 210 814 1576  332 210 819 1546 
DMK06  10 15 8 136 88 576 1672  135 97 566 1737 
DMK07  20 5 4 304 185 792 1494  268 191 793 1264 
DMK08  20 10 6 798 613 2833 1912  744 604 2882 1903 
DMK09  20 10 6 661 348 2616 1878  624 347 2680 2045 
DMK10  20 15 8 486 266 2258 2167  462 261 2256 2066 
DP01  10 5 4 4667 2556 11368 1785  3962 2574 11418 1644 
DP02  10 5 4 4586 2285 11361 1831  3967 2329 11352 1774 
DP03  10 5 4 4157 2326 11311 1907  4116 2307 11360 1836 
DP04  10 5 4 4693 2576 11354 1819  3888 2656 11339 1867 
DP05  10 5 4 4140 2284 11251 1709  3902 2384 11250 1892 
DP06  10 5 4 4418 2286 11132 1930  3948 2269 11214 1920 
DP07  15 8 6 5247 2337 16863 2089  4406 2387 16925 2196 
DP08  15 8 6 5209 2138 16696 2458  4366 2201 16748 2006 

 

  
(a)DMK04 (a)DMK06 

Fig. 6 Pareto front for DMK04 and DMK06 solutions delivered by NSGA-II and IWHO 
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To provide a visual representation of the performance of the two algorithms, a 3D scatter plot 
was used to plot the Pareto optimal fronts generated by the solutions for DMK04 and DMK06, as 
depicted in Fig. 6. The scatter plot clearly reveals the trade-offs between the three objectives 
being considered, indicating a trade-off between makespan and total machine workload, as well 
as between total machine workload and maximum machine workload. Additionally, there is a 
positive correlation between makespan and maximum machine workload. The IWHO algorithm 
Pareto fronts are distributed evenly and are positioned closer to the bottom of the graph, indi-
cating its superior performance over NSGA-II. 

Furthermore, the performance of the proposed IWHO algorithm is analyzed when changing 
the scale of the problem instances. The gap of the IWHO algorithm compared with the NSGA-II is 
calculated, such as gap = 𝑓𝑓(NSGA−II)−𝑓𝑓(IWHO)

𝑓𝑓(NSGA−II)
× 100%. In particular, the gap value is larger, the 

proposed IWHO is better. When the gap value is greater than 0, the IWHO performs better than 
the NSGA-II. The size of the test instances is increased for the instances DMK01-DMK10. The gap 
curve of the proposed IWHO algorithm related to the NSGA-II is given in Fig. 7. It can be ob-
served that the proposed IWHO algorithm tends to optimize the first objective (makespan) more, 
and there is no significant deterioration when the scale of the problem increases. That means the 
IWHO algorithm still performs better than NSGA-II, even increasing the problem complexity. 

 
Fig. 7 The gap curve of the three objectives given by IWHO compared with NSGA-II 

6. Real case study 
To evaluate the practical applicability of the proposed algorithm, we conducted a case study at a 
railway rolling stock corporation located in Qingdao. The assembly process of the buffers and 
chain coupler for the high-speed rail was selected as the subject of our study, specifically focus-
ing on the automatic buffers and chain coupler module. This module consists of several compo-
nents, including the suspension system, buffer crushing system, connecting system, electrical 
control system, pneumatic control system, and connecting ring, as depicted in Fig. 8. 

 
Fig. 8 Structure diagram of automatic buffers and chain coupler 

The general assembly process of buffers and chain couplers is detailed as follows: 
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(1)  To transfer the connecting system, a self-service crane hoists the subsequent connected 
system shown in Fig. 9 and places it on the spare parts table, where it awaits the following 
operation. 

 
Fig. 9 Schematic diagram of the connecting system 

(2)  Lubrication of the shaft end of the buffer parts on Fig. 10(a) involves applying lubricating 
grease to the mating surface of the shaft end of the buffer parts using a brush, Fig. 10(b). 

  
(a) Buffer parts (b) Grease 

Fig. 10 Lubricating the shaft end of the buffer composition 
(3)  In preparation for composition, a press is used to drive two cylindrical pins into the pin 

holes of the lower connecting ring, and the guide plate is installed. The anti-loosening plate 
is tightened and torqued with hexagon head bolts to a torque of 70 Nm. Both ends of the an-
ti-loosening plate are bent towards the hexagon head of the abutting bolt to prevent loosen-
ing. Once the lower connecting ring components are prepared, the inner ring surface is 
greased. The other elements of the connecting ring, including the upper half ring, connecting 
ring fastening bolts, nuts, anti-loosening plates, stop blocks, etc., are also prepared. Lubri-
cating grease is applied to the inner surface of the upper half ring, and an appropriate 
amount of thread grease is applied to the threaded part of the bolt according to the working 
instructions. The whole process is shown in Fig. 11. 

    
(a) Press (b) Lower connecting ring (c) Thread grease (d) Upper connecting ring 

Fig. 11 Schematic of preparing the connection ring 
(4)  Installing the connection ring involves hoisting the connecting system to position the end of 

the rear crushing and centering buffer device and adjusting the position of the guide plate. 
Then, the connecting ring, stop block, bolt, anti-loosening plate, and nut are installed in se-
quence. The distance between the upper and lower rings is checked and adjusted to maintain 
the same spacing. Each nut is tightened three times in diagonal order, and torque is applied. 
Finally, the anti-loosening plate is blended until it is against the nut to prevent loosening. 
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(5)  To install the cover plate, hexagon head bolts and anti-loosening plates are used to tighten 
and torque. An appropriate amount of thread grease is applied to the threaded parts of the 
bolts before fastening. After tightening the bolts, both ends of the anti-loosening plate are 
blended towards the side of the hexagonal head of the bolt to prevent loosening. 

(6)  The ground wire is installed, and the hexagon head bolts, anti-loose washers, and flat wash-
ers are connected and fastened. 

(7)  All tightened bolts with anti-loosening marks are scratched to signify their status. 
(8)  The grounding mark is pasted next to the terminal, and a layer of varnish is applied after 

pasting to protect it. 
(9)  Lubricating grease is applied to the circumference of the connecting bolts of the connecting 

ring and the mounting holes of the lower half ring. 
 

The procedure outlined previously is identified by numbers (1) through (9). The assembly 
process for additional buffer and chain coupler types is comparable to the aforementioned 
process. However, the semi-permanent coupler that lacks a buffer does not necessitate the 
lubrication process for the shaft end (process 2). The workshop has 20 sets of equipment or 
consoles in nine groupings designated M1 through M20. The equipment accessible for each 
process varies, as indicated in Table 5. 

Due to the variations in structure, weight, and process requirements of different coupler 
products, the time required for each process may vary. Additionally, the processing time for the 
same process step may vary due to differences in worker skills and proficiency. Table 6 presents 
the processing times of different processes for the automatic buffer and chain coupler used in 
high-speed rail for different workers. Please note that a blank value indicates that the worker 
assigned to that task is unable to perform the process. 

The production data of the above automatic buffers and chain coupler was used in the 
DRCFJSP. Detailed test data can be obtained from the authors. The IWHO algorithm was used to 
solve the problem based on the best parameter combination determined by the ANOVA. The 
Gantt chart can be found in Fig. 12. Based on the comparison between the developed IWHO 
algorithm and the practical sequencing approach, and we found that the results delivered by our 
IWHO can achieve a 21.4 % improvement in the average three objective values. 
 

Table 5 Available equipment for different assembly processes 
Process Available equipment 

Process1 M1, M2 
Process2 M3, M4, M5, M6 
Process3 M7, M8, M9 
Process4 M10, M11, M12 
Process5 M10, M11, M12, M13, M14 
Process6 M15, M16, M17, M18 
Process7 M17, M18 
Process8 M19, M20 
Process9 M3, M4, M5, M6, M7 

Table 6 Process timetable of the automatic buffers and chain coupler 
Processes Worker 1 Worker2 Worker3 Worker4 Worker5 Worker6 Worker7 Worker8 
Process1 19  23     20 
Process2 8 9 7 13 10 11 12 7 
Process3 35 31   32 32  33 
Process4   37 37 40 38 39 40 
Process5     48 46 47 48 
Process6  53     47 50 
Process7 11 11     9 7 
Process8   10 10 13 14  11 
Process9 17 18 16 20 17 18 19 17 
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Fig. 12 Gantt chart for machines and workers in 10-job instance 

7. Conclusions and future work 
This paper proposes an IWHO algorithm designed to reduce makespan, maximum machine 
workload, and total machine workload for the DRCFJSP. The algorithm utilizes multi-group 
communication and three-level integer coding and implements a greedy insertion decoding 
technique to establish the initial schedule, taking into account the three optimization objectives. 
The algorithm also uses an elite preservation strategy to identify the best individuals in the pop-
ulation and incorporates the fast non-dominated sorting and crowding distance mechanism 
from the NSGA-II algorithm to sort the population and guide the WHO algorithm's members in 
updating their positions. To adhere to the characteristics of the WHO algorithm, the algorithm 
employs a crossover operator and a mutation operator to discretize the updating process. A lo-
cal neighborhood search strategy centered on the critical path is introduced to prevent prema-
ture convergence and help avoid the local optimum. The computational test results demonstrate 
the effectiveness of the proposed algorithm for solving multi-objective DRSFJSP. Furthermore, a 
practical test scenario is designed to evaluate the performance of the suggested IWHO in assem-
bling buffers and chain couplers. In the future, the study intends to explore dynamic problems in 
the workshop environment under resource constraints, such as rescheduling flexible job shops 
during emergencies such as order insertion, order cancellation, machine failure, or worker de-
parture. Additionally, more effective improvement strategies, including simulated annealing, 
tabu search, etc., are encouraged to enhance the efficiency of the WHO algorithm. 
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