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A B S T R A C T A R T I C L E   I N F O 
The cornerstone of port production operations is ship handling, necessitating 
judicious allocation of diverse production resources to enhance the efficiency 
of loading and unloading operations. This paper introduces an optimisation 
method based on deep reinforcement learning to schedule berths and yards at 
a bulk cargo terminal. A Markov Decision Process model is formulated by 
analysing scheduling processes and unloading operations in bulk port imports 
business. The study presents an enhanced reinforcement learning algorithm 
called PS-D3QN (Prioritised Experience Replay and Softmax strategy-based 
Dueling Double Deep Q-Network), amalgamating the strengths of the Double 
DQN and Dueling DQN algorithms. The proposed solution is evaluated using 
actual port data and benchmarked against the other two algorithms men-
tioned in this paper. The numerical experiments and comparative analysis 
substantiate that the PS-D3QN algorithm significantly enhances the efficiency 
of berth and yard scheduling in bulk terminals, reduces the cost of port opera-
tion, and eliminates errors associated with manual scheduling. The algorithm 
presented in this paper can be tailored to address scheduling issues in the 
fields of production and manufacturing with suitable adjustments, including 
problems like the job shop scheduling problem and its extensions. 
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1. Introduction
The significance of maritime logistics has been underscored by the "2022 Maritime Review" re-
port published by the United Nations Conference on Trade and Development (UNCTAD) [1]. 
Maritime shipping constitutes over 80 % of global trade and is increasingly pivotal in the global 
economy. Ports act as crucial intermediaries, facilitating the transfer of a substantial volume of 
goods through loading and unloading operations. With the continuous growth of global trade 
and the increasing complexity of logistics, efficient port operation scheduling is vital for optimis-
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ing resource utilisation, enhancing loading and unloading efficiency, and minimising operational 
costs. 

Maritime cargo encompasses various types, including containers, dry bulk commodities (such 
as coal, steel, and grains), and liquids. Consequently, ports can be categorised into container 
terminals and bulk cargo terminals. Unlike container terminals, bulk cargo terminals involve a 
more intricate range of goods, each necessitating distinct loading and unloading processes. Cur-
rently, most bulk cargo terminals rely on manual expertise for scheduling, which may compro-
mise the efficiency and rationality of scheduling plans. Furthermore, berth and yard scheduling 
are often treated separately in practical scheduling processes, lacking a unified approach. Thus, 
an intelligent berth and yard scheduling method in bulk cargo terminals is imperative to en-
hance logistical efficiency, on-time delivery rates, and port operational cost reduction, thereby 
contributing to sustainable economic development. 

While a substantial body of literature exists on port resource scheduling and operational op-
timisation, research on optimisation for bulk cargo terminals is relatively limited compared to 
container terminals. The primary distinctions between container and bulk cargo terminals lie in 
the layout of port resources, loading and unloading procedures, handling machinery, and cargo 
types [2]. Given the more intricate variety of goods involved in bulk cargo terminals, it is impera-
tive to delve into the optimisation of their loading and unloading procedures. Within bulk cargo 
terminals, berths and yards are the most critical and scarce resources during operational pro-
cesses, making berth and yard allocation the focal points. 

Berth Allocation Problem (BAP), as highlighted by Bierwirth et al. [3, 4] in 2010 and 2015, 
has been a subject of study, with subsequent research largely building upon their classification 
scheme. This classification is equally applicable to bulk cargo terminals. BAP can be categorised 
into four classes based on space, time, processing time, and performance metrics [4]. Spatially, 
terminals may exhibit discrete, continuous, or hybrid layouts. Temporally, BAP can be classified 
as static arrival, dynamic arrival, periodic arrival, and stochastic arrival. Considering the influ-
ence of ship loading and unloading times, BAP can be classified as "fixed" or "pos", depending on 
the position. Performance metrics categorise BAP models based on optimisation goals, with 
most research in BAP prioritising minimising total ship dwell time. 

Berth optimisation in bulk cargo terminals aims to improve berth operational efficiency and 
optimise berth allocation. In a study by Đelović et al. [5], the authors analysed the berth produc-
tivity of multifunctional bulk terminals using mathematical and statistical methods. Their goal 
was to systematically identify the factors influencing berth productivity and categorise 14 
groups of influential factors. The study confirmed a substantial disparity between gross and net 
berth productivity, primarily attributable to the substantial portion of non-operational time dur-
ing vessel dwell periods. 

For the BAP in bulk cargo terminals, Barros et al. [6] addressed the problem in tidal bulk car-
go ports, formulating an integer linear programming model for discrete terminal layout and dy-
namic arrival scenarios while accounting for inventory constraints. Umang et al. [7] explored 
mixed terminal layouts and dynamic arrivals, proposing exact methods and a heuristic approach 
for minimising total service time, considering various cargo types aboard ships. Ribeiro et al. [8] 
tackled the discrete BAP in a dynamic arrival scenario for ore terminals, aiming to minimise de-
lay and scheduling costs by employing mixed-integer linear programming and adaptive large 
neighbourhood search. Ernst et al. [9] researched continuous BAP with dynamic ship arrivals 
under tidal constraints, proposing two mixed-integer linear formulations and testing them on 
different instances. Cheimanoff et al. [10] studied multiple continuous terminals with dynamic 
arrivals, considering tidal restrictions and terminal-specific limitations for each ship, using 
mixed-integer linear models and iterative local search for small- and large-scale instances. 

Yard management is a cornerstone of port terminal operations, as intelligent management of 
storage and transportation within yards can optimise space utilisation and decrease ship loading 
and unloading times, thereby enhancing port operational efficiency. Research focusing on yard 
allocation optimisation is limited compared to BAP studies. Tang et al. [11] examined joint stor-
age space allocation and ship scheduling, establishing a mixed-integer programming model 
solved via the Benders decomposition algorithm. In their work, yard storage areas were divided 
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into slots, each dedicated to a single product, with the possibility of extending product stacks 
across multiple slots. Rocha de Paula et al. [12] devised a genetic algorithm to maximise coal 
terminal throughput by arranging coal arrivals, determining stack and recovery cycles, and 
scheduling ship arrival and departure times. 

In bulk cargo terminals, BAP is often coupled with yard allocation problems. Robenek et al. 
[13] extended the work of Umang et al. [7], expanding BAP to allocate yard positions to incoming 
ships based on specific cargo types, aiming to minimise ship service time. Unsal et al. [14] inte-
grated berth allocation, stacker scheduling, and yard allocation in the context of exporting coal 
terminals. This problem entailed operational challenges and constraints concerning tidal win-
dows, multiple stocking pads, non-crossing stackers, ships and berth size, addressed through 
integer programming formulations. 

For integrated scheduling in bulk cargo terminals, some studies have combined berth and 
yard allocation, albeit primarily focusing on ship operation time as an optimisation goal and 
overlooking transport costs. Others have considered coal and ore terminals, both specialised 
cases, and may not be easily extended to highly diversified bulk cargo terminals. Therefore, this 
study focuses on a comprehensive bulk cargo terminal with diverse goods and aims to optimise 
berth and yard allocation in a dynamic discrete environment, minimising ship stay time and to-
tal transport costs. 

Presently, research on bulk cargo port scheduling employs mathematical programming 
methods and intelligent algorithms, including heuristics, simulation, and genetic algorithms. 
These conventional mathematical and intelligent optimisation algorithms can yield favourable 
results when aptly modelled for certain issues. However, the berth and yard scheduling issues 
addressed in this study are characterised by dynamic and uncertain environments with a large 
scope. Traditional mathematical programming methods, heuristic algorithms, and similar opti-
misation techniques may lack the flexibility to address real-time changes in complex production 
scheduling scenarios. In contrast, recent advancements in artificial intelligence methods, such as 
deep learning and reinforcement learning, offer promising solutions to such challenges. For in-
stance, Tian et al. [15] proposed a data prediction model for the dynamic job-shop scheduling 
problem (DJSP) using the Long Short-Term Memory Network (LSTM). They improved the model 
by integrating Dropout technology and other techniques, subsequently assessing its perfor-
mance. Moreover, they devised a scheduling model with objective functions encompassing max-
imum makespan, total device load and key device load. Ultimately, an enhanced Multi-Objective 
Genetic Algorithm (MOGA) was formulated to tackle this challenge. 

The scheduling problem under study falls under the category of sequential decision-making 
in a finite state space. The environment's state at the next time step is solely influenced by the 
current environment state and the actions taken by port resources. It follows the Markov prop-
erty and can be formulated as a Markov Decision Process (MDP). Reinforcement Learning [16] is 
an artificial intelligence technique designed to address MDPs, making it well-suited for solving 
the scheduling problem presented in this study. Reinforcement learning algorithms have ma-
tured over recent years and span multiple branches. Depending on action selection methods, 
reinforcement learning can be classified into value-based methods and policy gradient-based 
methods [16]. Among the most common value-based algorithms are the Deep Q-Network (DQN) 
[17] and its variants. The Double DQN algorithm proposed by Van Hasselt et al. [18] and the Du-
eling DQN algorithm by Wang et al. [19] optimise target network Q-value computation and neu-
ral network architecture, respectively. Additionally, the DDPG algorithm is a popular policy gra-
dient-based method [20]. Given that this scheduling problem involves discrete action spaces and 
unknown state transition probabilities, requiring the agent to continually interact with the envi-
ronment for learning, value-based model-free DQN algorithms and their variants are better suit-
ed for solving this problem. 

Deep learning and reinforcement learning have found applications across various fields [21-
23]. However, its application to port resource scheduling remains relatively limited. Li et al. [24] 
developed a MILP mathematical model to minimise total ship stay time and employed a genetic 
algorithm as a fundamental optimisation method. They introduced a Q-learning approach with 
dynamic parameter selection for crossbreeding and mutation, along with a simulated annealing 
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operation to address ship scheduling. Dai et al. [25] examined BAP and QCSP for container ter-
minals. They created a Markov Decision Process model accounting for terminal loading capacity, 
cargo types, and switch setup time. Their research involved greedy insertion algorithms and 
DDQN reinforcement learning algorithms for offline and online scenarios. Li et al. [26] proposed 
an improved Double DQN algorithm for scheduling bulk cargo loading at a coal terminal. Their 
approach enhanced the ε-greedy policy and introduced a random policy for illegal actions, in-
creasing algorithm convergence. 

This study presents a deep reinforcement learning approach called the Prioritised Experience 
Replay and Softmax strategy-based Dueling Double Deep Q-Network (PS-D3QN). The effective-
ness of this method is validated through a case study on import operations at a port in southern 
China. By considering the scheduling processes and unloading operations, the dynamic discrete 
environment of bulk terminal berth and yard scheduling is modelled as a Markov Decision Pro-
cess (MDP). The PS-D3QN algorithm is subsequently employed to solve this model using actual 
port conditions and collected data. 

The main contributions of this study are summarised as follows: 

• By analysing import business scheduling processes and ship unloading operations at the 
port, along with incorporating real port conditions and related data, this study formulated 
the problem of berth and yard scheduling in bulk cargo terminals as a Markov Decision 
Process (MDP) model. The model's state space and action space were designed, aiming to 
minimise total ship stay time at the port and total transport costs. A linearly weighted re-
ward function was devised, and legal action validity was defined, providing the basis for 
the subsequent introduction of deep reinforcement learning algorithms. 

• This study introduced a berth and yard real-time scheduling method (PS-D3QN) based on 
an improved DQN algorithm. This method combined the advantages of the Double DQN 
and Dueling DQN algorithms, optimising the algorithm by introducing a well-designed Pri-
oritised Experience Replay (PER) mechanism and a softmax action selection strategy. This 
optimisation enhanced the algorithm's convergence and stability. 

• The proposed PS-D3QN algorithm was validated using actual port data from a bulk cargo 
terminal case study. Comparative analyses were conducted with the Double DQN and Du-
eling DQN algorithms, as well as real-world scheduling plans. The experimental results 
demonstrated the effectiveness and reliability of the proposed algorithm in addressing the 
bulk cargo berth and yard scheduling problem. 

The rest of this paper is organised as follows. Section 2 introduces the model construction 
and optimisation algorithm design. Section 3 presents numerical experiments and discussions 
using actual port data. Finally, Section 4 summarises the study's achievements and contributions 
and suggests avenues for further improvement. 

2. Models and algorithms 
2.1 Problem statement and MDP modelling 

This study focuses on the ship unloading operations within the import business of a bulk cargo 
terminal located in southern China. The research commences by investigating the specific opera-
tional environment and business procedures of the port. A detailed analysis of the port's actual 
scheduling process follows. The simplified scheduling process is illustrated in Fig. 1. 

Upon receiving ship forecast information, the planning department formulates day and night 
plans considering current berth utilisation. Subsequently, the warehouse department develops 
yard operation plans based on these day and night plans and the cargo transportation mode. 
After the ship's arrival, the scheduling department arranges berthing, while the warehouse de-
partment coordinates ship unloading in accordance with yard operation plans and the day-night 
scheme. The scheduling department concludes the ship's operations by orchestrating its depar-
ture from the port. 
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Fig. 1 Scheduling process for port import business 
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Fig. 2 Production operation process of port import business 

The production operations of port import businesses encompass two main facets: ship un-
loading and transportation operations. Fig. 2 provides an overview of these processes. Ship un-
loading involves berthing, cargo unloading, transport, and storage. Conversely, transportation 
operations encompass the relocation of cargo within the yard and its transportation outside the 
port via railways, highways, coastlines, and other channels. Throughout the port's operational 
procedures, berths and yards, as precious resources, serve as pivotal nodes bridging ship un-
loading and transportation operations. 

Analysing the port import business's scheduling process and its production operations high-
lights the current practice of separately planning berth and yard scheduling within bulk cargo 
terminals. This approach neglects the interdependencies and mutual constraints between yard 
and berth resources. Furthermore, the scheduling process relies heavily on manual experience, 
leading to subjective influences. Communication and coordination among departments demand 
considerable time, ultimately resulting in suboptimal scheduling efficiency and a lack of scientif-
ically driven optimisation goals and decision-making criteria. Consequently, the challenge of 
port berth and yard scheduling necessitates a holistic resource allocation optimisation support-
ed by intelligent methodologies to enhance scheduling efficiency, reduce manual scheduling 
costs, and elevate port production and operation efficiency. 

This paper's scheduling problem can be defined as follows: Given the planned arrival time 
and essential information about ships, berths, and yards, the objective is to address the unload-
ing operations in the port's import business. Specifically, the study encompasses all ships antici-
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pated to arrive and depart within a fixed planning period. The focus lies on ship docking, load-
ing/unloading operation timing, and the unloading location. The optimisation aims to minimise 
the total dwell time for all arriving ships and the aggregate cargo transportation costs, resulting 
in berth and yard allocation plans for each ship. 

This study establishes an MDP model by integrating the operational processes, layout envi-
ronment, and actual data of ships, berths, and yards in the port to address this scheduling prob-
lem. The pertinent design elements of the model are detailed as follows: 
(1) State space 
The state space encompasses the operational and usage states of ships, berths, and yards. This 
information is summarised in Table 1. 

Table 1 State space of berth and yard scheduling in bulk terminals 
State space Data structure Dimension Category Description 

𝐶𝐶𝑠𝑠 Arrays 10 Int Type of cargo loaded on the ship (0: empty 
cargo ship, 1: steel, 2: coal, 3: grain, 4: ore) 

𝑊𝑊𝑠𝑠 Arrays 10 Int Weight of cargo loaded on the ship 
𝐵𝐵𝑠𝑠 Arrays 10 Int Ship docking position 
𝑆𝑆𝑠𝑠 Arrays 10 Int Ship operational status (0: waiting, 1: un-

loading, 2: completed) 
𝑌𝑌𝑠𝑠 Arrays 10 Int Location of storage of cargo loaded on the 

ship 
𝐵𝐵 Arrays 6 Boolean Whether the berth is occupied 
𝑌𝑌 Arrays 20 Boolean Whether the yard is occupied 
𝐶𝐶𝑦𝑦 Arrays 20 Int Type of cargo stored in yard space 
𝑊𝑊𝑠𝑠 Arrays 20 Int Weight of cargo stored in yard space 

(2) Action Space 
To tackle the scheduling problem, the action space incorporates ship berthing and cargo storage 
yard allocations. Each action comprises two components: berth and yard. The former denotes 
the berth number representing the ship's docking location, while the latter indicates the yard 
number for cargo storage. The action space encompasses 10 ships, 6 berths, and up to 20 stacks, 
amounting to a total of 1200 possible actions. However, due to varying ship arrival times and the 
presence of docking and storage constraints, certain actions will be infeasible. Hence, a filtering 
process is necessary when designing the action space. 

(3) Reward function 
This paper belongs to the Multi-Objective Reinforcement Learning (MORL) problem, aiming to 
minimise the total dwell time of all ships in port and the aggregate cargo transportation cost. 
Each objective corresponds to a distinct reward function. Consequently, the overall reward con-
sists of a collection of individual objective vectors. When objectives are directly correlated (e.g., 
minimised time or cost), MORL can be transformed into a single-objective RL problem through 
linear weighting. In reality, objectives frequently feature conflicts or constraints, requiring selec-
tive optimisation or trade-offs between conflicting objectives [27]. Both objectives in this study 
pertain to the minimisation of total time or cost. Thus, a linear weighted approach is adopted to 
formulate the reward function. 

The designed reward function is expressed by Eq. 1: 
𝑅𝑅 = −𝑘𝑘(𝑇𝑇 + 𝑆𝑆) − 𝑙𝑙(𝐷𝐷 × 𝑊𝑊) + 𝐶𝐶 (1) 

Here, 𝑘𝑘 and 𝑙𝑙 denote the weights of the two objectives. After empirical investigation, 𝑘𝑘 is set 
to 0.7 and 𝑙𝑙 to 0.3. 𝑇𝑇 represents the ship's operation time, calculated by dividing the weight of 
loaded cargo by the average operation speed of the berth corresponding to the cargo type. 𝑆𝑆 
signifies the ship's waiting time, determined by subtracting the arrival time from the com-
mencement of operations. 𝐷𝐷 captures the total cargo distance from berth to yard. 𝑊𝑊 stands for 
cargo weight, and 𝐶𝐶 is an adjustment value. Positive rewards are bestowed on reasonable ac-
tions, whereas penalties are applied through negative reward functions for suboptimal choices. 
To encourage intelligent agents to select legitimate actions, penalties for illegitimate actions 
slightly exceed positive rewards, thus fostering effective learning. 
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By crafting a well-designed reward function, intelligent agents are incentivised to choose ap-
propriate actions while avoiding improper selections, leading to enhanced learning outcomes. 

2.2 Berth and yard scheduling approach based on PS-D3QN 

Reinforcement learning models for berth and yard scheduling in bulk ports entail managing sub-
stantial state variables and action decisions. Moreover, their state and action spaces exhibit con-
siderable complexity, necessitating the employment of the DQN algorithm for approximating 
high-dimensional states. Derived from the DQN algorithm, Double DQN and Dueling DQN are 
advanced techniques that address its limitations. Double DQN overcomes overestimation issues 
by estimating target network Q-values using the action selected based on current evaluation 
network Q-values. On the other hand, Dueling DQN enhances stability by decoupling action-
value functions through modifying neural network structure and achieving more accurate Q-
value estimation. 

This paper introduces a real-time scheduling approach, termed PS-D3QN, for berths and 
yards, based on an enhanced DQN algorithm. PS-D3QN integrates the Q-value estimation meth-
odology of Double DQN and the concept of action-value function separation from Dueling DQN, 
synergising their strengths to enhance algorithm performance. Additionally, algorithm perfor-
mance is further improved through the refinement of Prioritised Experience Replay (PER) and 
Softmax strategies. 

In the PS-D3QN framework proposed in this study, the action value function is decomposed 
into a combination of state value 𝑉𝑉 and action advantage function 𝐴𝐴, enabling a more valuable 
assessment of actions. The state value reflects the current state, while the action advantage func-
tion measures the disparity between current action performance and average performance. Ac-
tions that outperform the average yield a positive advantage function, while others yield a nega-
tive advantage function. Given a fixed 𝑄𝑄, countless combinations of 𝑉𝑉 and 𝐴𝐴 can generate 𝑄𝑄. Con-
sequently, restrictions are imposed on 𝐴𝐴; typically, the average of the advantage function 𝐴𝐴 for 
the same state is constrained to 0. Thus, the action value function is calculated as shown in Eq. 2: 

𝑄𝑄(𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡) = 𝑉𝑉(𝑠𝑠𝑡𝑡) + �𝐴𝐴(𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡)−
1

|𝐴𝐴|� 𝐴𝐴(𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡)
𝑎𝑎𝑡𝑡

� (2) 

In PS-D3QN, the maximum action value from the evaluation network is used to calculate Q-
values in the target network. The target network's value function is derived according to Eq. 3, 
where 𝜃𝜃𝑡𝑡 and 𝜃𝜃𝑡𝑡− denote the parameters of the evaluation and target networks, respectively. 

𝑌𝑌𝑡𝑡𝑃𝑃𝑃𝑃−𝐷𝐷3𝑄𝑄𝑄𝑄 = 𝑅𝑅𝑡𝑡+1 + 𝛾𝛾𝑄𝑄′ �𝑆𝑆𝑡𝑡+1,𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝑎𝑎

𝑄𝑄(𝑆𝑆𝑡𝑡+1,𝑎𝑎;𝜃𝜃𝑡𝑡) ;𝜃𝜃𝑡𝑡′� (3) 

The primary objective of PS-D3QN is to train parameters that minimise the loss function, 
formulated in Eq. 4. 

𝐿𝐿𝑃𝑃𝑃𝑃−𝐷𝐷3𝑄𝑄𝑄𝑄(𝜃𝜃𝑡𝑡) = 𝐸𝐸 ��𝑌𝑌𝑡𝑡𝑃𝑃𝑃𝑃−𝐷𝐷3𝑄𝑄𝑄𝑄 − 𝑄𝑄𝑡𝑡(𝑆𝑆𝑡𝑡,𝑎𝑎;𝜃𝜃𝑡𝑡)�
2
� (4) 

Following loss function computation, PS-D3QN employs stochastic gradient descent to update 
training parameters, transferring them to the target network parameters as illustrated in Eq. 5. 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 + 𝛼𝛼𝛼𝛼 �𝑌𝑌𝑡𝑡𝑃𝑃𝑃𝑃−𝐷𝐷3𝑄𝑄𝑄𝑄 − 𝑄𝑄𝑡𝑡(𝑆𝑆𝑡𝑡,𝑎𝑎; 𝜃𝜃𝑡𝑡)
𝜕𝜕𝑄𝑄𝑡𝑡(𝑆𝑆𝑡𝑡,𝑎𝑎; 𝜃𝜃𝑡𝑡)

𝜕𝜕𝜃𝜃𝑡𝑡
� (5) 

The neural network architecture of the PS-D3QN algorithm, presented in Fig. 3, is constructed 
based on the MDP model established in Section 2.1. 

PS-D3QN employs two networks: the evaluation network and the target network. Their struc-
tures are identical, featuring an input layer, two fully connected hidden layers, and an output 
layer. The ReLU function serves as the neuron activation function. Input consists of the state set, 
with output comprising the action set. The second fully connected layer separately outputs state 
values and action advantage functions, combining to present individual actions and their respec-
tive Q-values. 
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Fig. 3 Neural network structure of PS-D3QN 

The PS-D3QN algorithm proposed in this study optimises its performance using the Priori-
tised Experience Replay (PER) mechanism, assigning priority to each experience based on Time 
Difference Error (TD-error). By favouring experiences with higher priority, the algorithm is in-
clined to select them for training. To avoid an excessive focus on high-priority experiences, this 
study introduces priority sampling weights for experience extraction, enhancing experience 
utilisation and promoting effective training and convergence. The experience priority in the al-
gorithm, shown in Eq. 6, is influenced by TD-error and the number of completed tasks. This ap-
proach facilitates selecting valuable data for training, accelerating learning, and improving per-
formance. 

𝑃𝑃 = |𝑄𝑄𝑡𝑡 − 𝑄𝑄𝑐𝑐| +
𝑁𝑁𝑡𝑡

𝑁𝑁𝑡𝑡 + 1/𝜎𝜎
 (6) 

In Eq. 6, 𝑃𝑃 represents the experience priority, 𝑄𝑄𝑡𝑡 stands for the target Q value, 𝑄𝑄𝑐𝑐  corresponds 
to the current Q value, 𝑁𝑁𝑡𝑡 denotes the current number of completed tasks, 𝜎𝜎 signifies the weight, 
which progressively increases with the number of iterations, eventually reaching a final value of 
0.01. Within this paper, experience priority is influenced by TD-error and the number of com-
pleted tasks. Consequently, the algorithm tends to favour more valuable data during training, 
enhancing the reuse of pivotal experiences. This approach accelerates the learning process and 
enhances the algorithm's overall performance. 

The PS-D3QN method proposed here replaces the ε-greedy strategy with the Softmax strate-
gy from the DQN algorithm. Softmax is a common technique for balancing exploration and ex-
ploitation in reinforcement learning, selecting actions based on a probability distribution de-
rived from each action's estimated average reward. This strategy encourages frequent selection 
of actions with higher average rewards while still exploring other actions through non-zero 
probabilities. Softmax, governed by the Boltzmann distribution, allocates probabilities to action 
selection based on the estimated average reward. As depicted in Eq. 7: 

𝑃𝑃(𝑘𝑘) =
𝑒𝑒
𝑄𝑄(𝑘𝑘)
𝜏𝜏

∑ 𝑒𝑒
𝑄𝑄(𝑖𝑖)
𝜏𝜏𝐾𝐾

𝑖𝑖=1

 (7) 

In Eq. 7, 𝑃𝑃(𝑘𝑘) denotes the probability of selecting action 𝑘𝑘, 𝑄𝑄(𝑘𝑘) represents the estimated av-
erage reward value for action 𝑘𝑘 based on historical data, and 𝑄𝑄(𝑖𝑖) records the average reward 
value after the current action's completion. 𝜏𝜏, referred to as the "temperature", influences the 
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trade-off between exploration and exploitation. Lower 𝜏𝜏 values emphasise exploitation, while 
higher values encourage exploration. In this study, 𝜏𝜏 is set using hyperbolic annealing. Initially, a 
higher temperature is employed to promote exploration, gradually reducing as experience ac-
cumulates to encourage utilisation of well-performing actions. The temperature update process 
is governed by Eq. 8, where 𝜏𝜏0 is the initial temperature and 𝜏𝜏𝑘𝑘 controls the annealing rate. 

𝜏𝜏(𝑖𝑖) =
𝜏𝜏0

1 + 𝜏𝜏𝑘𝑘𝑖𝑖
 (8) 

The overall flow of the PS-D3QN algorithm is presented in Fig. 4. 
During PS-D3QN algorithm training, the environment is initialised with yard storage infor-

mation, berth occupancy data, ship states, and cargo details. Based on the current state, the 
Softmax strategy is used to select scheduling actions for berths and yards. Throughout the train-
ing, the algorithm sequentially stores experiences derived from interacting with the environ-
ment in the experience replay pool. Once sufficient experiences are collected, the PS-D3QN algo-
rithm conducts random and priority sampling from the experience replay pool based on priority 
sampling weights. 

 
Fig. 4 PS-D3QN algorithm flowchart 

3. Experimental results and discussion: A case study for bulk cargo terminal 
The PS-D3QN algorithm proposed in this paper is deployed on a cloud server. The relevant envi-
ronment configuration includes Windows Server 2022, Python 3.8, and PyTorch 1.12. The pro-
cessor is a 16-core Intel Xeon (Ice Lake) Platinum 8369B, the GPU is NVIDIA Tesla A100 (80GB 
video memory), and the memory is 125GB. 

This paper presents a case study on ship unloading operations in the import business of a 
port in southern China. In this section, we validate the proposed PS-D3QN algorithm using dy-
namic ship arrival data for a single planning period. The selected ship arrival data comprehen-
sively covers most cargo types, ensuring good representativeness and generalisation. Based on 
this data, the PS-D3QN algorithm is trained and its results are compared and analysed against 
the Double DQN algorithm, Dueling DQN algorithm, and the actual scheduling scheme. The algo-
rithm's relevant parameters are presented in Table 2. 

The arriving ship data, berth data, and yard data used in this study are provided in Tables 3, 
4, and 5. After conducting numerical tests, the simulated reward function curve and simulated 
loss function curve of the PS-D3QN algorithm, Double DQN algorithm, and Dueling DQN algo-
rithm are illustrated in Fig. 5 and Fig. 6. 
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Table 2 Parameter settings 
Parameter Description value 
𝛼𝛼 Learning Rate 0.001 
𝛾𝛾 Discount Factor 0.99 
Replay buffer size Experience replay pool capacity 10000 
Batch size Batch size of samples per training 32 
Tau Rate at which the target network copies weights from 

the evaluation network 0.001 

episode Maximum number of steps per training round 500 
Alpha_Prioritise Weights for prioritised sampling 0.6 
𝜏𝜏0 Softmax initial temperature 200 
𝜏𝜏𝑘𝑘  Softmax annealing speed 0.01 

 
Table 3 Arriving ship data 

Serial 
number 

Ship name Length Depth Cargo type Cargo name Cargo weight Estimated arrival 
time(data prepro-

cessing) 
1 Ship 1 112.21 9 grain cassava 11531 0d 13h 
2 Ship 2 158.8 10 coal coal 24376 0d 7h 
…        
9 Ship 9 166.31 9 steel steel 13015 0d 16h 

10 Ship 10 149.18 10 grain soya 21825 1d 23h 
 

Table 4 Berth data 
Serial 

number 
Berth Lengt

h 
Depth Operational 

speed of ore 
(tonnes per 

hour) 

Operational 
speed of steel 
(tonnes per 

hour) 

Operational 
speed of coal 
(tonnes per 

hour) 

Operational 
speed of grain 

(tonnes per 
hour) 

1 Berth 1 181 9 300 450 0 0 
2 Berth 2 192 9 350 600 0 0 
…        
5 Berth 5 201 10.5 240 0 110 180 
6 Berth 6 202 10.5 360 0 500 210 

 
Table 5 Yard data 

Serial 
number 

Yard Cargo type Yard type Yard capacity Horizontal relative 
position 

1 Position 1 in district 1 Coal Outside 25000 2 
2 Position 2 in district 1 Coal Outside 25000 2 
3 Position 3 in district 1 Steel Outside 20000 2 
…      
19 Position 1 in district 7 Grain Warehouse 20000 8 
20 Position 2 in district 7 Grain Warehouse 20000 8 

 

 
Fig. 5 Simulation reward function curve 
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Fig. 6 Simulation reward loss curve 

As shown in Fig. 5, the Double DQN algorithm quickly identifies a relatively high reward value 
in the initial iterations due to mitigating the overestimation problem. However, as training pro-
gresses, it might get trapped in a local optimum. Dueling DQN exhibits slower convergence be-
cause of its complex network structure, yet its decoupled action-value function ensures more 
accurate final computation results. The PS-D3QN algorithm proposed in this paper maintains 
faster convergence, stability, and superior scheduling outcomes by combining the strengths of 
both algorithms. 

Fig. 6 portrays the decreasing trend in the simulated loss function curves for the three algo-
rithms. The PS-D3QN algorithm's curve exhibits a smoother decrease compared to the other two 
algorithms. From the start to the end of iterations, its loss function gradually decreases, converg-
ing towards 0 with a relatively swift convergence rate. 

To summarise, Double DQN's quick convergence is attributed to alleviating the overestima-
tion problem. However, it can get trapped in a local optimum, leading to convergence on a locally 
optimal strategy. Dueling DQN's slower learning process due to increased network complexity, is 
associated with greater fluctuations and inadequate stability despite eventual convergence. The 
PS-D3QN algorithm, as proposed, excels in convergence speed and stability. It efficiently discov-
ers maximum reward values, leveraging the combination of the other two algorithms to address 
overestimation issues while enhancing Q-value estimation through action value function split-
ting, thereby streamlining the training process. Incorporating the Prioritised Experience Replay 
mechanism and the Softmax action selection strategy optimises computational efficiency and 
stability. These enhancements facilitate faster convergence while overcoming local optima is-
sues. 

Following numerical experiments, the final scheduling results of the three algorithms and the 
outcomes of the actual scheduling scheme are presented in Table 6. 

The PS-D3QN algorithm, Double DQN algorithm, and Dueling DQN algorithm each improve 
scheduling scheme efficiency by 12.85 %, 9.18 %, and 8.93 %, respectively, compared to the ac-
tual scheduling scheme. The scheduling scheme derived from the PS-D3QN algorithm effectively 
reduces ships' port dwell time, thereby laying the groundwork for subsequent ship arrivals. Fur-
thermore, the scheme contributes to significant reductions in total cargo transportation costs, 
enhancing ship loading and unloading efficiency and subsequently reducing overall port operat-
ing costs. 

Table 6 Scheduling results 
Scheduling scheme Total ship dwell time (hours) Total costs of cargo transport 

(ten thousand tonnes multiplied 
by metres) 

PS-D3QN 437 27.6 
Double DQN 449 30 
Dueling DQN 441 31.9 
Actual scheduling scheme 464 39 
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The complex nature of bulk berth and yard scheduling, characterised by extensive state and 
action spaces, is effectively addressed by the PS-D3QN algorithm proposed in this study. The 
algorithm leverages deep neural networks for nonlinear modelling and approximation. By inte-
grating the strengths of the Double DQN and Dueling DQN algorithms and optimising via the 
Prioritised Experience Replay mechanism and the Softmax action selection strategy, the PS-
D3QN algorithm not only maintains swift convergence but also exhibits stability, effectively nav-
igating potential local convergence issues while demonstrating notable learning and generalisa-
tion capabilities within the context of the current problem. 

The PS-D3QN algorithm proposed in this study can also be applied to dynamic scheduling 
challenges in other fields, such as production and manufacturing, after reconfiguring the MDP 
model for specific problems with extensive discrete action and state spaces. It demonstrates 
commendable learning and generalisation capabilities in such scenarios. 

4. Conclusion 
This study presents a novel real-time scheduling approach called PS-D3QN based on the im-
proved DQN algorithm. This method amalgamates the meritorious aspects of the Double DQN 
and Dueling DQN algorithms and employs two dueling neural networks. It adeptly gauges the Q-
value of the target network by virtue of the action elected through the Q-value of the currently 
evaluating network. Moreover, the optimisation has been further finetuned by the ingenious 
design of a rational Prioritised Experience Replay (PER) mechanism and the integration of a 
Softmax action selection strategy. Additionally, this study examined the berth and yard schedul-
ing predicaments prevalent in bulk cargo terminals. It has crafted an MDP model specifically for 
the scheduling issue, with the overarching goal of minimising both the cumulative time ships 
remain in the port and the total cost associated with cargo transportation. This was achieved by 
ingeniously amalgamating the authentic port milieu and pertinent data to configure the MDP 
model's state space, action space, and reward function. 

Employing the PS-D3QN algorithm to address the scheduling conundrums based on actual 
ship, berth, and yard data yielded commendable optimization outcomes. In contrast with exist-
ing scheduling strategies and two alternative deep reinforcement learning algorithms, the PS-
D3QN algorithm, as proposed in this study, has exhibited a substantial enhancement in the effi-
cacy of berth and yard scheduling in port operations. Furthermore, it has contributed to the re-
duction of operational costs for ports while simultaneously mitigating the inherent empirical 
bias that arises from manual scheduling. 

In the realm of future research endeavours, there exists the potential to elevate the algo-
rithm's performance and stability through the refinement of the neural network architecture 
and the strategic selection of fitting optimisers. It is noteworthy that the intricacies of loading 
and unloading processes within bulk cargo ports involve a broader spectrum of resources. This 
study's scope was delimited to the berth and yard allocation facets of scheduling optimisation. 
The algorithm in this study holds the promise of expansion and applicability, potentially extend-
ing to more intricate challenges. By extending the model, PS-D3QN can address other resource 
scheduling problems at bulk cargo terminals, such as machinery and equipment scheduling. Fur-
thermore, the algorithm can be applied to scheduling problems in production and manufactur-
ing fields by re-establishing the MDP model, such as the job shop scheduling problem and its 
extensions. 
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