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A B S T R A C T  A R T I C L E   I N F O 
With the growth of industrialization, the global manufacturing industry is 
continually evolving and reforming in the direction of intelligence and green 
production. Industrial robots have replaced human workers because of the 
benefit of production efficiency. However, the large-scale application of ro-
bots requires a large amount of energy consumption and generates a large 
amount of CO2, which will lead to energy waste and environmental pollution. 
In addition, in term of performing some particular tasks, current robot tech-
nology cannot achieve the same level of intelligence as human. Therefore, the 
design trend of assembly lines in industry has shifted from traditional config-
uration to human-robot collaboration to achieve higher productivity and 
flexibility. This paper investigates the human-robot collaboration (HRC) as-
sembly line balancing problem, taking cycle time and carbon emission as 
primary and secondary objectives. A new mixed-integer programming model 
that features a cross-station design is formulated. A particle swarm algorithm 
(PSO) with two improvement rules is designed to solve the problems. The 
comparative experiments on ten benchmark datasets are conducted to assess 
the performance of the proposed algorithm. The experimental results indicate 
that the improved particle swarm algorithm is superior to the other two heu-
ristics: simulated annealing (SA) and the late acceptance hill-climbing heuris-
tic (LAHC). 
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1. Introduction 
Assembly line (AL) plays an essential role in industrial production. The assembly line balancing 
problem (ALBP) refers to an actual production scheduling problem of assigning the assembly 
sequence, distributing the production tasks, and dispatching agents to workstations appropri-
ately to meet production targets in the manufacturing process. With the development of intelli-
gent manufacturing technology, the application of industrial robots can not only improve prod-
uct quality but also improve production efficiency. Robot assembly lines (RAL) have been widely 
used in various production fields of the manufacturing industry. 

In recently years, we find that even though the robot is highly advanced, it can still not carry 
out some production jobs with high accuracy or flexibility. Furthermore, robots consume a large 
amount of electricity during operation, leading to energy consumption and the generation of 
greenhouse gases such as CO2, exacerbating the trend of global warming. To address these is-
sues, human-robot collaboration (HRC) is evolving into a new mode of production, directing the 
continuous development regarding the intelligent and environmental friendly manufacturing. 
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This study considers a design of “cross-station task” which has already been used in the actu-
al production process of manufacturing enterprises. It is possible for a “cross-station task” to be 
processed simultaneously at multiple stations. By employing this design, it can reduce the idle 
time of the workstations on the AL, boost the workstations’ production efficiency and reduce the 
energy consumption and carbon emissions. 

In this paper, we build a multi-objective programming model for balancing collaborative as-
sembly lines between humans and robots while considering carbon emissions. The model con-
siders the carbon emissions of various types of robots when optimizing two objectives, produc-
tion efficiency represented by cycle time and carbon emissions. The contributions are twofold. 
Firstly, an ALBP-HRC considering a “cross-station task” design, which has never been discussed 
in studies of human-robot interactions on AL, is well studied. Secondly, this research utilizes and 
enhances the particle swarm optimization (PSO) algorithm to solve medium-scale and large-
scale problems. Two improvement rules, “Task exchange” and “Set expansion,” are designed for 
the proposed PSO algorithm, which can reduce the cycle time or find more Pareto solutions. The 
proposed PSO are compared with two other heuristics, simulated annealing (SA) and the late 
acceptance hill-climbing heuristic (LAHC) on solving a set of benchmark problems. The results 
show that PSO outperforms the other algorithms in terms of three different metrics. 

The remainder of this paper is organized as follows. Section 2 describes the current research 
progress in the literature. We propose a mixed-integer programming model in Section 3. An al-
gorithm, based on the particle swarm optimization algorithm (PSO) is developed in Section 4 to 
find the optimal solution. Experimental studies are conducted in Section 5. Section 6 concludes 
the paper. The notations are defined in Table 1 and used throughout the paper. 
 

Table 1 Notations 
N Total number of the agent types 
n Total number of the tasks 
m Total number of the workstations 
a Index of agent 
i,j Index of task (∀ 𝑖𝑖, 𝑗𝑗 = 1,2, . . . ,𝑛𝑛) 
s,h Index of workstation (∀ 𝑠𝑠, ℎ = 1,2, . . . ,𝑚𝑚) 
tia The operation time of task i by agent a 
Wlas The workload of agent a at station s 
Pr(i) Index of the immediate predecessors of task i 
OPCa The operation energy consumption of the agent a per unit time 
SECa The standby energy consumption of the agent a per unit time 
ECFelc Carbon emissions per unit of electricity consumption 
TCF The total carbon emissions 
c The cycle time 
γ The maximum time that can be shared between two stations 
∅ A large positive number 
𝑥𝑥𝑖𝑖𝑖𝑖 0-1 variables, 𝑥𝑥𝑖𝑖𝑖𝑖 = 1 if task 𝑖𝑖 is allocated to workstation 𝑠𝑠 and 0 otherwise 
𝑦𝑦𝑎𝑎𝑖𝑖 0-1 variables, 𝑦𝑦𝑎𝑎𝑖𝑖 = 1if agent 𝑎𝑎 is allocated to workstation 𝑠𝑠 and 0 otherwise 
𝑧𝑧𝑖𝑖𝑎𝑎𝑖𝑖 0-1 variables, 𝑧𝑧𝑖𝑖𝑎𝑎𝑖𝑖 = 1 if task 𝑖𝑖 operated by agent 𝑎𝑎 is allocated to workstation 𝑠𝑠 and 0 otherwise 
ksh 0-1 variables, 𝑘𝑘𝑖𝑖ℎ = 1 if workstation 𝑠𝑠 utilizes the cycle time of workstation ℎ and 0 otherwise 
uas A non-negative value depicts the idle time of the agent 𝑎𝑎 at workstation 𝑠𝑠 
vsh A non-negative value indicates how much of workstation ℎ’s cycle time that workstation 𝑠𝑠 occupies 

2. Literature review 
This part reviews relevant research on robotic assembly line balancing problems (RALBPs) in 
Section 2.1, the ALBP-HRC studies in Section 2.2, and the studies on ALBPs considered the car-
bon emissions in Section 2.3. 
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2.1 Review of robotic assembly line balancing problem 

The research on RALBP can be traced back to the 1990s. Rubinovitzet al. [1] first proposed the 
concept of the robot assembly line in 1993, and they proposed a linear programming model for 
the RALBP-I problem. Yoosefelahi et al. [2] studied the RALBP-II problem to simultaneously op-
timize multiple objectives, namely, robot costs, and cycle time. A mixed-integer programming 
(MILP) model was established. As the problem is NP-hard, the article proposed three metaheu-
ristic methods to solve the above problem. More recently, Nilakantan [3] were the first to solve 
the RALBP-II problem in a U-shaped assembly line layout, they proposed a 0-1 IP model for 
small-scale problems. Wang et al. [4] improved traditional particle swarm optimization algo-
rithms by introducing several extension operators, enabling them to solve process planning (PP) 
problems such as robot assembly lines. Borba et al. [5] proposed two new algorithms, namely a 
“branch-bound and remember” algorithm and an “iterative beam search” algorithm with prob-
lem-specific dominance rules to minimize the cycle time in RALBP. Li et al. [6] proposed a mixed 
integer linear programming model to minimize the cycle time. Raatz et al. [7] proposed a RALBP 
that minimized the cost. A multi-objective optimization method, namely the genetic algorithm, 
was used to solve the proposed problem. Jiang et al. [8] proposed an improved genetic algorithm 
to optimize the balance problem in the clothing production line in response to the low balance 
rate and the uneven work intensity of employees. The effectiveness of the algorithm was verified 
through simulation experiments. Şahin et al. [9] studied a robot stochastic assembly line balanc-
ing problem (RSALBP) based on the assumption that the task time is fixed. They proposed a 
mixed-integer second-order cone programming model and a constraint programming model to 
solve the problem given the number of workstations and robots.  

Similar to RALBP, the disassembly line balancing of RAL is also NP-hard. Intelligent optimiza-
tion algorithms have performed well in solving this type of problem. Based on analyzing the dis-
assembly information of automotive components, Yu et al. [10] established a disassembly model 
for automotive components. The optimal disassembly sequence was obtained by considering the 
mapping between the Floyd Warhill algorithm and car disassembly patterns. Wang et al. (2021) 
[11] studied the multi-objective disassembly line balance problem and proposed an improved 
genetic algorithm to solve the model. 

2.2 Review of human-robot collaboration assembly line balancing problem 

The flexibility of HRC-AL is much higher than that of traditional robotic or manual assembly 
lines, which can improve the efficiency of ALs, enhance the work enthusiasm of workers, and 
become the primary production mode of ALs chosen by many enterprises today. Ding et al. [12] 
adopted a human and robot collaborative hybrid assembly cell to develop an automatic subtask 
allocation strategy. Nikolakis et al. [13] adopted a two-level breakdown where tasks were trans-
lated to specific operations, being carried out by humans or robots to realize an adaptive and 
more efficient execution of the production schedule. Mura et al. [14] , who developed a genetic 
algorithm to reduce the cost of the assembly line, the number of qualified workers needed, and 
the variation in worker energy loads. Zanchettin et al. [15] used a fuzzy-timed Petri net with 
uncertain task time to minimize idle time. Vieira et al. [16] developed a novel optimization simu-
lation based on the Recursive Optimization-Simulation Approach (ROSA) methodology to priori-
tize reducing costs and the makespan. Aljinovic et al. [17] utilized a systematic framework with 
the mathematical model to minimize cycle time. Riedel et al. [18] provided the architecture and 
implementation details of an assembly assistance system based on object detection models using 
deep learning and machine learning algorithms. Nourmohammadi et al. (2022) [19] studied 
ALBP with HRC, where human workers and robots share the same workplace to process tasks 
simultaneously. They developed a new mixed-integer linear programming model and proposed 
a neighborhood-search simulated annealing algorithm to solve the problem. 

2.3 Review of assembly line balancing problem with carbon emissions 

Global climate change has triggered a series of ecological, social, and economic problems, gradu-
ally increasing people’s environmental awareness. Enterprises have also begun to explore low-
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carbon and low-energy production methods, taking the path of sustainable development. Many 
existing studies on ALs also incorporate the goal of reducing carbon emissions and energy con-
sumption. Lin et al. [20] developed an integrated model for parameter optimization and process 
workshop scheduling to minimize the number of workstations and carbon emissions during the 
production process. Li et al. [21] presented a restarted simulated annealing algorithm to mini-
mize energy consumption and cycle time simultaneously. Nilakantan et al. [22] proposed a mul-
ti-objective coevolutionary algorithm to minimize the carbon emissions of RAL. It is the first 
time carbon emissions have been considered in a robot assembly line system. Zhang et al. [23] 
established a multi-objective mathematical model with energy consumption and line balance 
rate. They proposed a multi-objective algorithm combining cellular strategy and local search to 
solve this multi-objective problem. Sun et al. [24] proposed an energy-efficient robot assembly 
line balancing (EERALB) problem to minimize cycle time and total energy consumption. They 
proposed a multi-objective mathematical model and a boundary-oriented mixed distribution 
estimation algorithm to solve this problem. Zhou et al. [25] considered robots with different 
efficiency and energy consumption rates in their programming model, with the total energy con-
sumption and workload as optimization objectives. They proposed an improved MOEA/D algo-
rithm and evaluated its superiority through computational experiments. 

With the continuous development of industrialization, the relevant literature on human-robot 
collaborative assembly lines is constantly increasing, but there are still some research gaps 
worth exploring and investigating. For example, current research emphasizes traditional pro-
duction objectives such as the number of stations, cycle time and cost but neglects carbon emis-
sions. The related research which seeks the balance between carbon emissions and production 
efficiency in collaborative assembly lines is still absent. To this end, we propose a mixed-integer 
programming model for optimizing the cycle time and total carbon emissions for HRC-AL with 
“cross-station task” design. 
 

3. Mathematical model 
In this section, we explain the structure of the research problem and establish a mixed-integer 
programming model to formulate the above problem. 

3.1 Problem description 

In this paper, we consider a homogeneous product. Assume that there are N types of agents 
where the former (𝑁𝑁 −  1)th agents refer to robots and the Nth agent refers to human worker. 
The task operation time varies depending on the agent type. In the “cross-station task” design, 
one task might be operated concurrently at the assigned station and its rear station or the front 
station (if it exists). Because the industrial robotic arms contain multiple joints that act as axes 
controlling movement, the application of industrial robotic arms allows a task can be processed 
at a pair of stations simultaneously. On the contrary, the human workers cannot process more 
than one task. We provide some examples to illustrate our statements. In Fig. 1(a), tasks cannot 
be shared between stations resulting in some idle time which may lead to low production effi-
ciency. In Fig. 1(b), task 2 and task 4 can be processed by the robots in advance at the previous 
station. In Fig. 1(c), cycle time cannot be shared between station 1 and 2 due to the assignment 
of human worker, but task 4 can be processed in advance by the robot at station 3. Given the 
number of stations and the task processing sequence, we can observe that the “cross-station 
task” design can reduce cycle time by comparing 𝑐𝑐𝑀𝑀𝑎𝑎𝑀𝑀𝑀𝑀𝑎𝑎𝑀𝑀, 𝑐𝑐𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅  and 𝑐𝑐𝐻𝐻𝑅𝑅𝐻𝐻 . 

The objective of the optimization problem is to minimize the cycle time and the total carbon 
emissions. To address the aforementioned problem, we propose a mixed-integer programming 
model called “ALBP-HRC-CS,” aiming at minimizing the two objectives in the Pareto optimization 
framework. 
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(a) The assembly line with only human workers 

 

                                                 
(b) The assembly line with only robots and cross-station task design 

 

                                                 
(c) The assembly line with the human-robot collaboration and cross-station task design 

Fig. 1 The layout of the assembly line 

3.2 Mathematical formulation 

The formulation of the mathematical model is as follows. 
𝑚𝑚𝑖𝑖𝑛𝑛 𝑐𝑐 (1) 

𝑚𝑚𝑖𝑖𝑛𝑛 𝑇𝑇𝑇𝑇𝑇𝑇 (2) 

𝐸𝐸𝑇𝑇 = 𝑂𝑂𝐸𝐸𝑇𝑇 + 𝑆𝑆𝐸𝐸𝑇𝑇 (3) 

𝑂𝑂𝐸𝐸𝑇𝑇 = �𝑂𝑂𝐸𝐸𝑇𝑇𝑖𝑖

𝑚𝑚

𝑖𝑖=1

 (4) 

𝑆𝑆𝐸𝐸𝑇𝑇 = �𝑆𝑆𝐸𝐸𝑇𝑇𝑖𝑖

𝑚𝑚

𝑖𝑖=1

 (5) 

𝑂𝑂𝐸𝐸𝑇𝑇𝑖𝑖 = ��𝑂𝑂𝑂𝑂𝑇𝑇𝑎𝑎 × 𝑧𝑧𝑖𝑖𝑎𝑎𝑖𝑖 × 𝑡𝑡𝑖𝑖𝑎𝑎 ,∀𝑠𝑠 = 1, . . .𝑚𝑚
𝑀𝑀

𝑖𝑖=1

𝑁𝑁

𝑎𝑎=1

 (6) 

𝑂𝑂𝐸𝐸𝑇𝑇𝑖𝑖 = �𝑢𝑢𝑎𝑎𝑖𝑖

𝑁𝑁

𝑎𝑎=1

× 𝑆𝑆𝑂𝑂𝑇𝑇𝑎𝑎,∀𝑠𝑠 = 1, . . .𝑚𝑚 (7) 

The objective function (Eq. 1) minimizes the cycle time of all product models. The objective 
function (Eq. 2) minimizes the total carbon emissions. Robots in operation or on standby con-
sume electricity and produce carbon emissions. Therefore, the total energy consumption is equal 
to the sum of all robotic workstations’ standby and operation energy consumption. The total 
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carbon emissions are equal to the product of total energy consumption and carbon emission 
coefficient. Eqs. 3 to 7 compute the overall energy consumption for all workstations and the in-
dividual energy consumption of each workstation. It should be noted that the agent’s 𝑂𝑂𝑂𝑂𝑇𝑇𝑎𝑎 and 
𝑆𝑆𝑂𝑂𝑇𝑇𝑎𝑎 values are 0 if it is a human worker. 

Now we first introduce the basic constraints of the proposed model. 

�𝑥𝑥𝑖𝑖𝑖𝑖 = 1,
𝑚𝑚

𝑖𝑖=1

∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛 (8) 

�𝑦𝑦𝑎𝑎𝑖𝑖 = 1,
𝑁𝑁

𝑎𝑎=1

∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑎𝑎 = 1, . . .𝑁𝑁 (9) 

𝑥𝑥𝑖𝑖𝑖𝑖 + 𝑦𝑦𝑎𝑎𝑖𝑖 ≤ 𝑧𝑧𝑖𝑖𝑎𝑎𝑖𝑖 + 1,∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 (10) 

𝑥𝑥𝑖𝑖𝑖𝑖 + (1 − 𝑦𝑦𝑎𝑎𝑖𝑖) ≤ (1 − 𝑧𝑧𝑖𝑖𝑎𝑎𝑖𝑖) + 1,∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 (11) 

(1 − 𝑥𝑥𝑖𝑖𝑖𝑖) + (1 − 𝑦𝑦𝑎𝑎𝑖𝑖) ≤ (1 − 𝑧𝑧𝑖𝑖𝑎𝑎𝑖𝑖) + 1,∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 (12) 

(1 − 𝑥𝑥𝑖𝑖𝑖𝑖) + 𝑦𝑦𝑎𝑎𝑖𝑖 ≤ (1 − 𝑧𝑧𝑖𝑖𝑎𝑎𝑖𝑖) + 1,∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 (13) 

�𝑠𝑠 × 𝑥𝑥𝑗𝑗𝑖𝑖

𝑚𝑚

𝑖𝑖=1

≤�𝑠𝑠 × 𝑥𝑥𝑖𝑖𝑖𝑖

𝑚𝑚

𝑖𝑖=1

,∀𝑗𝑗 ∈ 𝑂𝑂𝑟𝑟(𝑖𝑖),∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . . ,𝑛𝑛 (14) 

Constraints (Eqs. 8 and 9) are indivisibility of tasks/agents, meaning that a task/agent can 
only be allocated to one workstation. Constraints (Eqs. 10 to 13) ensure that the task can be exe-
cuted, that is, when a task and an agent are allocated to the same workstation, the agent must 
process the task. Constraint (Eq. 14) is the task precedence constraints. 

Next, the constraints related to the cross-station design are illustrated. 

𝑢𝑢𝑎𝑎𝑖𝑖 ≤ 𝑐𝑐 + 𝑣𝑣𝑖𝑖,𝑖𝑖+1 + 𝑣𝑣𝑖𝑖,𝑖𝑖−1 − 𝑣𝑣𝑖𝑖+1,𝑖𝑖 − 𝑣𝑣𝑖𝑖−1,𝑖𝑖 −��𝑧𝑧𝑖𝑖𝑎𝑎𝑖𝑖 × 𝑡𝑡𝑖𝑖𝑎𝑎

𝑀𝑀

𝑖𝑖=1

𝑁𝑁

𝑎𝑎=1

+ ∅(1 − 𝑦𝑦𝑎𝑎𝑖𝑖), 

∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 

(15) 

𝑢𝑢𝑎𝑎𝑖𝑖 ≥ 𝑐𝑐 + 𝑣𝑣𝑖𝑖,𝑖𝑖+1 + 𝑣𝑣𝑖𝑖,𝑖𝑖−1 − 𝑣𝑣𝑖𝑖+1,𝑖𝑖 − 𝑣𝑣𝑖𝑖−1,𝑖𝑖 −��𝑧𝑧𝑖𝑖𝑎𝑎𝑖𝑖 × 𝑡𝑡𝑖𝑖𝑎𝑎

𝑀𝑀

𝑖𝑖=1

𝑁𝑁

𝑎𝑎=1

− ∅(1 − 𝑦𝑦𝑎𝑎𝑖𝑖), 

∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 

(16) 

𝑣𝑣𝑖𝑖,𝑖𝑖+1 ≤ 𝛾𝛾,∀𝑠𝑠 = 1, . . .𝑚𝑚 (17) 

𝑣𝑣𝑖𝑖+1,𝑖𝑖 ≤ 𝛾𝛾,∀𝑠𝑠 = 1, . . .𝑚𝑚 (18) 

𝑘𝑘𝑖𝑖,𝑖𝑖+1 ≤ � 𝑦𝑦𝑎𝑎𝑖𝑖

𝑁𝑁−1

𝑎𝑎=1

,∀𝑠𝑠 = 1, . . .𝑚𝑚 − 1 (19) 

𝑘𝑘𝑖𝑖,𝑖𝑖−1 ≤ � 𝑦𝑦𝑎𝑎𝑖𝑖

𝑁𝑁−1

𝑎𝑎=1

,∀𝑠𝑠 = 1, . . .𝑚𝑚 (20) 

𝑘𝑘𝑖𝑖,𝑖𝑖+1 ≤ 1 − 𝑦𝑦𝑁𝑁𝑖𝑖,∀𝑠𝑠 = 1, . . .𝑚𝑚 − 1 (21) 

𝑘𝑘𝑖𝑖,𝑖𝑖−1 ≤ 1 − 𝑦𝑦𝑁𝑁𝑖𝑖,∀𝑠𝑠 = 1, . . .𝑚𝑚 (22) 

𝑘𝑘𝑖𝑖,𝑖𝑖+1 + 𝑘𝑘𝑖𝑖+1,𝑖𝑖 ≤ 1,∀𝑠𝑠 = 1, . . .𝑚𝑚 (23) 

𝑣𝑣𝑖𝑖,𝑖𝑖+1 ≤ ∅ ∙ 𝑘𝑘𝑖𝑖,𝑖𝑖+1,∀𝑠𝑠 = 1, . . .𝑚𝑚 (24) 

𝑣𝑣𝑖𝑖+1,𝑖𝑖 ≤ ∅ ∙ 𝑘𝑘𝑖𝑖+1,𝑖𝑖,∀𝑠𝑠 = 1, . . .𝑚𝑚 (25) 
𝑣𝑣𝑖𝑖,𝑖𝑖+1 ≥ 0.1 ∙ 𝑘𝑘𝑖𝑖,𝑖𝑖+1,∀𝑠𝑠 = 1, . . .𝑚𝑚 (26) 
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𝑣𝑣𝑖𝑖+1,𝑖𝑖 ≥ 0.1 ∙ 𝑘𝑘𝑖𝑖+1,𝑖𝑖,∀𝑠𝑠 = 1, . . .𝑚𝑚 (27) 
Constraints (Eqs. 15 and 16) are in effect when agent 𝑎𝑎 is allocated to workstation s (𝑦𝑦𝑎𝑎𝑖𝑖 = 1), 

and they calculate the agent’s idle time if that agent is allocated. Constraints (Eqs. 17 to 18) re-
strict the maximum amount of time that the robot at one station consumes the cycle time of an-
other station. Constraints (Eqs. 19 and 20) ensure that the ability to utilize the cycle time of the 
front or rear station is only possible if the station is furnished with robots. Constraints (Eqs. 21 
to 22) ensure that human workers cannot utilize the cycle time of the front or rear station. Con-
straints (Eqs. 23 to 27) denote that tasks shared between adjacent stations can only occur once. 

 

𝑣𝑣𝑖𝑖,𝑖𝑖+1,𝑣𝑣𝑖𝑖+1,𝑖𝑖 ≥ 0,∀𝑠𝑠 = 1, . . . ,𝑚𝑚 (28) 
𝑢𝑢𝑎𝑎𝑖𝑖 ≥ 0,∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑎𝑎 = 1, . . .𝑁𝑁 (29) 
𝑣𝑣0,1,  𝑣𝑣1,0,𝑣𝑣𝑚𝑚,𝑚𝑚+1, 𝑣𝑣𝑚𝑚+1,𝑚𝑚 = 0 (30) 

Constraints (Eqs. 28 to 30) are the domain constraints. 
 

4. Methods 
In this section, a particle swarm optimization algorithm (PSO) with two improvement rules is 
adapted to address the “ALBP-HRC-CS”. The general framework of PSO is introduced in section 
4.1. Variable neighborhood search mechanism is developed in section 4.2. Encoding and decod-
ing schemes are designed in section 4.3. Finally, two improvement rules are delineated in sec-
tion 4.4.  

4.1 The general framework of PSO 

Kennedy et al. [26] developed the simplified version of PSO in 1995 by the insight of birds’ feed-
ing behavior. Birds can locate most food locations through collective information sharing. In the 
mathematical model of “ALBP-HRC-CS”, the PSO algorithm minimizes the whole assembly line’s 
cycle time and carbon emissions by changing agent sequences and task sequences. The relevant 
parameters are displayed in Table 2. 

 
Table 2 Related parameters 

𝑖𝑖𝑡𝑡𝑖𝑖𝑖𝑖, 𝑖𝑖𝑡𝑡𝑖𝑖𝑖𝑖′ The iteration index 
𝑖𝑖𝑡𝑡𝑖𝑖𝑖𝑖𝑚𝑚𝑎𝑎𝑚𝑚 The maximal number of iterations 
𝑘𝑘1, 𝑘𝑘2 The index for agent particles and task particles 
𝑋𝑋𝑘𝑘1 , 𝑋𝑋𝑘𝑘2  The position for agent particles and task particles 
𝑉𝑉𝑘𝑘1 , 𝑉𝑉𝑘𝑘2  The velocity for agent particles and task particles 
𝑂𝑂𝑅𝑅𝑏𝑏𝑖𝑖𝑅𝑅 ,𝐺𝐺𝑅𝑅𝑏𝑏𝑖𝑖𝑅𝑅  The local and global best of the particles 
𝑙𝑙1, 𝑙𝑙2 Learning coefficients 
𝑈𝑈1, 𝑈𝑈2 Uniform random numbers between [0,1] 

 

In PSO, each particle in the search domain is constantly moving. During the movement, the 
particle’s speed is changing, resulting in the change of the final position of the particle. The posi-
tion update for the agent and task follow Eq. 31 and Eq. 32, respectively. 

𝑋𝑋𝑘𝑘1
𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟+1 = 𝑋𝑋𝑘𝑘1

𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟 + 𝑉𝑉𝑘𝑘1
𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟+1 (31) 

𝑋𝑋𝑘𝑘2
𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟+1 = 𝑋𝑋𝑘𝑘2

𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟 + 𝑉𝑉𝑘𝑘2
𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟+1 (32) 

The velocitiy updates for the agent and task follow Eqs. 33 and 34, respectively. 

𝑉𝑉𝑘𝑘1
𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟+1 = 𝑉𝑉𝑘𝑘1

𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟 + 𝑙𝑙1 × 𝑈𝑈1 × (𝑂𝑂𝑅𝑅𝑏𝑏𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑘𝑘1
𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟) + 𝑙𝑙2 × 𝑈𝑈2 × (𝐺𝐺𝑅𝑅𝑏𝑏𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑘𝑘1

𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟) (33) 

𝑉𝑉𝑘𝑘2
𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟+1 = 𝑉𝑉𝑘𝑘2

𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟 + 𝑙𝑙1 × 𝑈𝑈1 × (𝑂𝑂𝑅𝑅𝑏𝑏𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑘𝑘2
𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟) + 𝑙𝑙2 × 𝑈𝑈2 × (𝐺𝐺𝑅𝑅𝑏𝑏𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑘𝑘2

𝑖𝑖𝑅𝑅𝑏𝑏𝑟𝑟 (34) 

PSO is an intelligent optimization algorithm with high local convergence and a “premature” 
phenomenon. If the PSO falls into a local extreme value early in the iteration, it will be difficult to 
jump out of it later, dramatically reducing the efficiency of the algorithm and significantly reduc-
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ing the probability that the algorithm will find a globally optimal solution. To address this prob-
lem, “Task exchange” and “Set expansion” rules are developed to enhance the quality of the Pare-
to set’s solutions. The PSO also features a variable neighborhood search (VNS) mechanism. 

The main body of the improved PSO is shown in Fig. 2. 

 
Fig. 2 Main body of the improved PSO 

4.2 Encoding and decoding 

Encoding 

In this section, the task sequence 𝑆𝑆𝑆𝑆𝑅𝑅𝑎𝑎𝑖𝑖𝑘𝑘 and agent sequence 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑏𝑏𝑀𝑀𝑅𝑅 according to the constraints 
are arrayed. First, we obtain the initial 𝑆𝑆𝑆𝑆𝑅𝑅𝑎𝑎𝑖𝑖𝑘𝑘 and 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑏𝑏𝑀𝑀𝑅𝑅 as follows. 

Initial 𝑆𝑆𝑆𝑆𝑅𝑅𝑎𝑎𝑖𝑖𝑘𝑘  
Step 1:  Set 𝑆𝑆𝑆𝑆𝑅𝑅𝑎𝑎𝑖𝑖𝑘𝑘 = [ ] 
Step 2:  Set 𝑋𝑋𝑘𝑘1

1 = 1 + 𝑖𝑖𝑎𝑎𝑛𝑛𝑟𝑟𝑟𝑟𝑚𝑚[0,1] ∗ 𝑛𝑛, where [0,1] is a randomly generated number that con-
forms to the uniform distribution [0,1] 

Step 3:  The task is arrayed in a non-increasing order according to the 𝑋𝑋𝑘𝑘1
1 under the constraint 

of task priority, and the 𝑆𝑆𝑆𝑆𝑅𝑅𝑎𝑎𝑖𝑖𝑘𝑘 is attained 
Step 4:  If a task violates the task priority relationship when it is assigned, skip the task, assign 

the next task, and return to Step 3; otherwise, go to Step 5 
Step 5:  Continue Steps 3 and 4 until all tasks have been assigned 

Initial 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑏𝑏𝑀𝑀𝑅𝑅 
Step 1:  Set 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑏𝑏𝑀𝑀𝑅𝑅 = [ ] 
Step 2:  Set 𝑋𝑋𝑘𝑘2

1 = 1 + 𝑖𝑖𝑎𝑎𝑛𝑛𝑟𝑟𝑟𝑟𝑚𝑚[0,1] ∗ 𝑁𝑁, where [0,1] is a randomly generated number that con-
forms to the uniform distribution [0,1] 

Step 3:  Assign the agent with the largest values to the workstation 
Step 4:  Repeat Step 3 until all the stations are equipped with an agent 
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Decoding 

As we know, lower bounds for the objective variables is crucial for the decoding process. We 
develop the lower bounds for 𝑐𝑐 and 𝑇𝑇𝑇𝑇𝑇𝑇 (𝐿𝐿𝐿𝐿𝑅𝑅 and 𝐿𝐿𝐿𝐿𝑇𝑇𝐻𝐻𝑇𝑇 ). It is straightforward that the lower 
bound for 𝑇𝑇𝑇𝑇𝑇𝑇: 𝐿𝐿𝐿𝐿𝑇𝑇𝐻𝐻𝑇𝑇 = 0 (i.e., the manual assembly line). Next, according to the necessary con-
ditions for the feasibility of the model, 𝐿𝐿𝐿𝐿𝑅𝑅 can be determined as: 𝐿𝐿𝐿𝐿𝑅𝑅 = [𝑚𝑚𝑎𝑎𝑥𝑥(∑𝑖𝑖=1𝑀𝑀 𝑚𝑚𝑖𝑖𝑛𝑛𝑎𝑎=1𝑁𝑁 𝑡𝑡𝑖𝑖𝑎𝑎/
𝑚𝑚,𝑚𝑚𝑎𝑎𝑥𝑥𝑖𝑖=1𝑀𝑀 𝑚𝑚𝑖𝑖𝑛𝑛𝑎𝑎=1𝑁𝑁 𝑡𝑡𝑖𝑖𝑎𝑎)]. The decoding scheme is listed below. 

Step 1: Load 𝑡𝑡𝑖𝑖𝑎𝑎, 𝑂𝑂𝑂𝑂𝑇𝑇𝑎𝑎, 𝑆𝑆𝑂𝑂𝑇𝑇𝑎𝑎, 𝐸𝐸𝑇𝑇𝑇𝑇𝑏𝑏𝑀𝑀𝑅𝑅, 𝐿𝐿𝐿𝐿𝑅𝑅, P(i ), m, 𝛾𝛾, 𝑆𝑆𝑆𝑆𝑅𝑅𝑎𝑎𝑖𝑖𝑘𝑘, 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑏𝑏𝑀𝑀𝑅𝑅, set 𝑠𝑠 = 1, 𝑙𝑙𝑙𝑙 = 1 
Step 2: Arrange agents for each station according to 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑏𝑏𝑀𝑀𝑅𝑅 
Step 3: Arrange the 𝑙𝑙𝑙𝑙𝑅𝑅ℎ task in the 𝑆𝑆𝑆𝑆𝑅𝑅𝑎𝑎𝑖𝑖𝑘𝑘 to station 𝑠𝑠 and compute the workload of station 𝑠𝑠, 

𝑊𝑊𝑙𝑙𝑎𝑎𝑖𝑖, go to the Step 4; otherwise, if there is no task to be assigned, go to Step 13 
Step 4: If 𝑊𝑊𝑙𝑙𝑎𝑎𝑖𝑖 ≥ 𝐿𝐿𝐿𝐿𝑅𝑅 + 𝑣𝑣𝑖𝑖,𝑖𝑖−1 − 𝑣𝑣𝑖𝑖−1,𝑖𝑖 AND 𝑠𝑠 < 𝑚𝑚, go to Step 5; if 𝑊𝑊𝑙𝑙𝑎𝑎𝑖𝑖 ≥ 𝐿𝐿𝐿𝐿𝑅𝑅 + 𝑣𝑣𝑖𝑖,𝑖𝑖−1 − 𝑣𝑣𝑖𝑖−1,𝑖𝑖 

AND 𝑠𝑠 == 𝑚𝑚, go to Step 12; otherwise, go back to Step 3, and 𝑙𝑙𝑙𝑙 = 𝑙𝑙𝑙𝑙 + 1 
Step 5: If 𝑂𝑂𝑂𝑂𝑇𝑇𝑎𝑎(𝑎𝑎𝑖𝑖(𝑠𝑠)) == 0, the agent assigned to the station 𝑠𝑠 is a human worker who cannot 

utilize the cycle time of the front or rear station, go to Step 9; otherwise, go to step 6 
Step 6: If 𝑊𝑊𝑙𝑙𝑎𝑎𝑖𝑖 + 𝑡𝑡𝑖𝑖𝑎𝑎 ≤ 𝐿𝐿𝐿𝐿𝑅𝑅 + 𝑣𝑣𝑖𝑖,𝑖𝑖−1 − 𝑣𝑣𝑖𝑖−1,𝑖𝑖 + 𝛾𝛾 AND 𝑡𝑡𝑖𝑖𝑎𝑎 ≤ 𝐿𝐿𝐿𝐿𝑅𝑅 + 𝑣𝑣𝑖𝑖,𝑖𝑖−1 − 𝑣𝑣𝑖𝑖−1,𝑖𝑖 −

𝑚𝑚𝑖𝑖𝑛𝑛(𝛾𝛾, 𝐿𝐿𝐿𝐿𝑅𝑅 + 𝑣𝑣𝑖𝑖,𝑖𝑖−1 − 𝑣𝑣𝑖𝑖−1,𝑖𝑖 −𝑊𝑊𝑙𝑙𝑎𝑎𝑖𝑖) −𝑊𝑊𝑙𝑙𝑎𝑎𝑖𝑖 + 𝑡𝑡𝑖𝑖𝑎𝑎, go to Step 7; otherwise, go to Step 9 
Step 7: Task 𝑖𝑖 = 𝑆𝑆𝑆𝑆𝑅𝑅𝑎𝑎𝑖𝑖𝑘𝑘(𝑙𝑙𝑙𝑙) is assigned to the station 𝑠𝑠, update 𝑊𝑊𝑙𝑙𝑎𝑎𝑖𝑖 and 𝑙𝑙𝑙𝑙 = 𝑙𝑙𝑙𝑙 + 1, and then, 

repeat this step; otherwise, go to Step 8 
Step 8: Set 𝑣𝑣𝑖𝑖,𝑖𝑖+1 = 𝑊𝑊𝑙𝑙𝑎𝑎𝑖𝑖 + 𝑡𝑡𝑖𝑖𝑎𝑎 − (𝐿𝐿𝐿𝐿𝑅𝑅 + 𝑣𝑣𝑖𝑖,𝑖𝑖−1 − 𝑣𝑣𝑖𝑖−1,𝑖𝑖), 𝑣𝑣𝑖𝑖+1,𝑖𝑖 = 0, and go to Step 11 
Step 9: Task 𝑖𝑖 = 𝑆𝑆𝑆𝑆𝑅𝑅𝑎𝑎𝑖𝑖𝑘𝑘(𝑙𝑙𝑙𝑙) is assigned to the station 𝑠𝑠 + 1, update 𝑊𝑊𝑙𝑙𝑎𝑎𝑖𝑖 and 𝑙𝑙𝑙𝑙 = 𝑙𝑙𝑙𝑙 + 1, go to 

Step 10 
Step 10: Set 𝑣𝑣𝑖𝑖+1,𝑖𝑖 = 𝑚𝑚𝑖𝑖𝑛𝑛(𝛾𝛾, 𝐿𝐿𝐿𝐿𝑅𝑅 + 𝑣𝑣𝑖𝑖,𝑖𝑖−1 − 𝑣𝑣𝑖𝑖−1,𝑖𝑖 − ∑𝑗𝑗=1𝑀𝑀 𝑧𝑧𝑗𝑗𝑎𝑎𝑖𝑖𝑡𝑡𝑗𝑗𝑎𝑎), 𝑣𝑣𝑖𝑖,𝑖𝑖+1 = 0, go to Step 11 
Step 11: 𝑂𝑂𝐸𝐸𝑇𝑇𝑖𝑖 and 𝑆𝑆𝐸𝐸𝑇𝑇𝑖𝑖 are computed according to Eqs. 5 to 10, 𝑠𝑠 = 𝑠𝑠 + 1, and then, return to 

Step 3 
Step 12: The total task time is computed for all unassigned tasks 𝑇𝑇𝑇𝑇, and set 𝐿𝐿𝐿𝐿𝑅𝑅 = 𝐿𝐿𝐿𝐿𝑅𝑅 +

[𝑇𝑇𝑇𝑇/𝑚𝑚], 𝑠𝑠 = 1, 𝑙𝑙𝑙𝑙 = 1, return to the Step 3 
Step 13:  Compute 𝑇𝑇𝑇𝑇𝑇𝑇 and 𝑐𝑐 = 𝐿𝐿𝐿𝐿𝑅𝑅  

In the decoding process, the initial parameters are loaded in Step 1. The agent is assigned to 
each station according to 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑏𝑏𝑀𝑀𝑅𝑅 in Step 2. Step 3 arranges tasks and computes the workload of 
the station. In Step 4, three situations may occur: if the current station is overloaded and is not 
the last station, go to Step 5; if the current station is overloaded but is the last station, go to Step 
12; otherwise, return to Step 3. Step 5 shows that the station equipped with a human worker 
cannot utilize the time from the adjacent stations. Step 6 schedules this task to the current sta-
tion through the “cross-station task” design and goes to Step 7; if it does not, go to Step 9. Step 7 
updates the workload of the current station. Step 8 calculates the time it takes from its rear sta-
tion. Step 9 assigns this task to the next station and updates the workload of the current station; 
Step 10 calculates the idle time of the current station (which can be used by other stations). The 
total energy consumption for the workstation is computed in Step 11. In Step 12, 𝐿𝐿𝐿𝐿𝑅𝑅 is in-
creased to maintain feasibility. The above steps are designed to obtain a feasible task sequence. 
Based on it, we can calculate the values of the objective functions (𝑇𝑇𝑇𝑇𝑇𝑇 and 𝑐𝑐) in step 13. 

4.3 Variable Neighborhood Search 

Variable Neighborhood Search (VNS) is an enhanced local search mechanism. For alternating 
searches, it utilizes the neighborhood structure of various actions, striking a suitable balance 
between concentration and dispersion. First, the initial solution is generated and its neighbor-
hoods is defined. Given the initial solution, VNS systematically selects new solution between two 
neighborhoods related to task and agent, respectively. A random number 𝑔𝑔𝑟𝑟 is generated to se-
lect the part of the particle subject to change during each iteration. For instance, if 𝑔𝑔𝑟𝑟 ≤ 0.5, the 
positions and velocities are updated for the agent sequences while the task sequences remain 
unchanged. The new solution becomes the best if it can lead to a better objective. The algorithm 
terminates when the termination criterion (e.g., runtime limit) is satisfied. 
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4.4 Improvement rules 

This section considers “Task exchange” and “Set expansion” as two enhanced mechanisms to 
find more solutions. “Task exchange” can enhance the efficiency of the PSO algorithm by swap-
ping the processing orders of two different tasks operated by two stations within a feasible task 
sequence. “Set expansion” is proposed to address problem where the PSO algorithm is vulnera-
ble to “premature convergence” and “local optimal solutions”. “Set expansion” can be used to 
discover more Pareto solutions. 

Task exchange 

The “task exchange” mechanism can be executed as follows: after obtaining a feasible solution, 
exchange the processing order and stations of two different tasks; assume that task 𝑎𝑎 and task 𝑏𝑏 
are processed by agent 𝑖𝑖 and 𝑖𝑖∗ and assigned to station 𝑠𝑠 and 𝑠𝑠∗, respectively (agents here can 
be human workers or robots); the tasks can be exchanged if the following criteria are met. 

1. The exchange between task 𝑎𝑎 and task 𝑏𝑏 does not violate the precedence relationship; 
2. “𝑡𝑡𝑎𝑎𝑟𝑟 + 𝑡𝑡𝑅𝑅𝑟𝑟∗ > 𝑡𝑡𝑎𝑎𝑟𝑟∗ + 𝑡𝑡𝑅𝑅𝑟𝑟” or “𝑡𝑡𝑎𝑎𝑟𝑟 + 𝑡𝑡𝑅𝑅𝑟𝑟∗ == 𝑡𝑡𝑎𝑎𝑟𝑟∗ + 𝑡𝑡𝑅𝑅𝑟𝑟 and 𝑇𝑇𝑇𝑇𝑇𝑇𝑎𝑎𝑟𝑟 + 𝑇𝑇𝑇𝑇𝑇𝑇𝑅𝑅𝑟𝑟∗ > 𝑇𝑇𝑇𝑇𝑇𝑇𝑎𝑎𝑟𝑟∗ +

𝑇𝑇𝑇𝑇𝑇𝑇𝑅𝑅𝑟𝑟”; 

The above criteria ensure that following task exchange, the cycle time can be decreased or the 
overall carbon emissions can be reduced without increasing the cycle time. When task exchange 
is applied, the decoding process is executed again to find a new cycle time and a new 𝑇𝑇𝑇𝑇𝑇𝑇. 

Set expansion 

Among the non-dominated solutions in the Pareto set, some solutions are far away from each 
other, resulting in a blank area in the middle of two solutions. The appearance of the blank area 
indicates some solutions in Pareto set are not available. To address that issue, the search area 
shall be expanded. The rule is explained as follows. 

Step 1: Input the initial Pareto set 
Step 2: Calculate the cycle time difference between two adjacent feasible solutions respective-

ly, and calculate the mean value of these differences to obtain 𝑐𝑐𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑 
Step 3: Select the two solutions with the largest differentials of cycle times, called 𝑐𝑐1 and 𝑐𝑐2 

(assume 𝑐𝑐1 > 𝑐𝑐2) 
Step 4: If 𝑐𝑐1 − 𝑐𝑐2 > 𝜆𝜆 ∗ 𝑐𝑐𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑, go to Step 5, otherwise, stop the PSO 
Step 5: Set 𝑐𝑐3 = (𝑐𝑐1 + 𝑐𝑐2)/2, and calculate the 𝑇𝑇𝑇𝑇𝑇𝑇3 
Step 6: Update the Pareto solution set and return to Step 2 

In the “Set extension”, the following points should be noted: (1) The “Set extension” is added 
to expand the search neighborhood and explore better feasible solutions; for example, if 𝑇𝑇𝑇𝑇𝑇𝑇2 >
𝑇𝑇𝑇𝑇𝑇𝑇3 > 𝑇𝑇𝑇𝑇𝑇𝑇1, it means that we have found a new feasible solution, and the Pareto set will be 
updated; (2) 𝜆𝜆 is a constant value which determines the termination criterion. The smaller the 𝜆𝜆 
is chosen, the newer feasible solutions can be obtained, but it also takes more computational time. 

5. Experimental design 
5.1 Experimental setting 

The benchmark datasets are extracted from Otto et al. [27]. According to the number of tasks, 
the experiments are divided into medium-scale (𝑛𝑛 = 100) and large-scale (𝑛𝑛 = 1000) problems. 
The values of 𝑂𝑂𝑂𝑂𝑇𝑇𝑎𝑎 and 𝑆𝑆𝑂𝑂𝑇𝑇𝑎𝑎of different types of robots can be referred to Nilakantan et al. [22]. 
The number of agents (i.e., robot or human worker ) ranges from 6 to 50. This experiment in-
cludes 10 instances, each is provided with 5 different values of 𝑚𝑚. Therefore, there is a total of 
50 independent tests, and the corresponding results are presented. 
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5.2 Parameter setting 

To show the superiority of the proposed algorithm, the PSO is compared with the other two al-
gorithms, namely the simulated annealing algorithm (SA), which is extended on the SA proposed 
by Li et al. [21] and the late acceptance hill climbing heuristic algorithm (LAHC) which is extend-
ed on the LAHC developed by Yuan et al. [28]. All algorithms are coded in MATLAB R2022a and 
executed on a computer with inter Core i5, 4.7 GHz. Since the meta-heuristic algorithms are sto-
chastic, each algorithm is run ten times for each instance to find the average result, and the algo-
rithm runtime is limited to 𝑖𝑖𝑡𝑡 (𝑖𝑖𝑡𝑡 = 𝑛𝑛 × 𝑛𝑛) milliseconds. The algorithm’s parameters are ob-
tained from the related literature. Table 3 shows the parameters and their values used in the 
three algorithms. 

To evaluate the effectiveness of the three algorithms, three appropriate metrics, namely the 
ratio of non-dominated solutions (𝑇𝑇𝑝𝑝), the non-dominated solution’s convergence (𝑇𝑇𝑝𝑝), and the 
spread measure (𝑆𝑆𝑝𝑝) have been applied. 𝑇𝑇𝑝𝑝 measures the solution in the Pareto set that is not 
dominated by other solutions; the higher the value of 𝑇𝑇𝑝𝑝 is, the more effective the algorithm will 
be. 𝑇𝑇𝑝𝑝 describes the difference between one Pareto-optimal set and the true Pareto-optimal set; 
the smaller the value of 𝑇𝑇𝑝𝑝 is, the better the algorithm’s performance. 𝑆𝑆𝑝𝑝 captures the distribu-
tions of the solutions of the Pareto-optimal set; the algorithm with lower 𝑆𝑆𝑝𝑝 performs better. Li 
et al. [29] introduced the formulae for these three metrics. 
 

Table 3 Parameter settings for PSO, LAHC, and SA algorithms 
Parameters PSO LAHC SA 

The number of task particles in medium (large) instances 100(30) --- --- 
The number of agent particles in medium (large) instances 50(30) --- --- 
The learning coefficient 𝑙𝑙1(𝑙𝑙2) 2(2) --- --- 
The expansion parameter 𝜆𝜆 1.5 --- --- 
The initial temperature --- --- 100 
The cooling rate --- --- 0.9 
The length of the cost list --- 100 --- 

5.3 Results and analysis 

The results for the three assessment indicators in medium and large-scale situations are shown 
in Tables 4 and 5, and the best results are denoted in bold. 

The PSO outperforms the other two algorithms in Table 4 for medium-scale instances. For 24 
out of 25 instances, PSO finds the best Pareto solutions based on the 𝑇𝑇𝑝𝑝 metric, showing that the 
PSO algorithm generates more non-dominated solutions in the Pareto solution set than the other 
two algorithms. The PSO algorithm finds all of the best Pareto solutions based on the 𝑇𝑇𝑝𝑝 metric, 
demonstrating that the optimal set of the PSO algorithm converges more quickly than those of 
other algorithms; for 22 out of 25 instances, PSO also generates the best Pareto solutions based 
on the 𝑆𝑆𝑝𝑝 metric, demonstrating that the spread of Pareto set is superior. 

For large-scale problem, as shown in Table 5, PSO provides the best Pareto solutions for 19 
out of 25 problems using the 𝑇𝑇𝑝𝑝 metric. The PSO algorithm finds all of the best Pareto solutions 
based on the 𝑇𝑇𝑝𝑝 metric. For the 𝑆𝑆𝑝𝑝 metric, PSO finds the best Pareto solutions for 23 out of 25 
instances. 

We also display the performance of the three algorithms on representative examples by using 
scatter plots. The results are shown in Fig. 3. The first number denotes the problem scale (𝑀𝑀 for 
medium problems; 𝐿𝐿 for large problems); the second number denotes the index of instance in 
Table 4 and Table 5; and the third number denotes the number of stations. 
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Table 4 Computational results on the Medium-scale problems 

Problem m SA LAHC PSO 
𝑇𝑇𝑝𝑝 𝑇𝑇𝑝𝑝 𝑆𝑆𝑝𝑝 𝑇𝑇𝑝𝑝 𝑇𝑇𝑝𝑝 𝑆𝑆𝑝𝑝 𝑇𝑇𝑝𝑝 𝑇𝑇𝑝𝑝 𝑆𝑆𝑝𝑝 

1 

6 0.70 0.01 1.09 0.00 0.02 0.78 0.79 0.00 0.77 
8 0.48 0.02 0.94 0.00 0.02 0.60 0.84 0.00 0.68 

10 0.58 0.01 0.98 0.00 0.01 0.75 0.79 0.00 0.59 
12 0.50 0.01 0.85 0.09 0.02 0.70 0.75 0.00 0.57 
14 0.53 0.01 1.02 0.00 0.01 0.81 0.86 0.00 0.73 

2 

6 0.30 0.01 0.96 0.17 0.01 0.64 0.83 0.00 0.78 
8 0.31 0.00 1.03 0.21 0.01 0.92 0.88 0.00 0.64 

10 0.64 0.01 0.98 0.00 0.02 0.81 0.86 0.00 0.60 
12 0.57 0.01 0.98 0.06 0.01 0.84 0.85 0.00 0.55 
14 0.37 0.02 0.76 0.14 0.01 0.69 0.77 0.00 0.52 

3 

6 0.86 0.01 1.01 0.00 0.02 0.97 0.85 0.00 0.76 
8 0.23 0.02 0.89 0.03 0.01 1.02 0.92 0.00 0.68 

10 0.29 0.01 0.78 0.00 0.01 0.92 0.87 0.00 0.59 
12 0.40 0.01 0.85 0.00 0.01 0.70 0.84 0.00 0.58 
14 0.25 0.02 0.65 0.10 0.01 0.58 0.79 0.00 0.48 

4 

6 0.22 0.02 0.76 0.37 0.01 0.73 0.81 0.00 0.72 
8 0.39 0.01 0.90 0.04 0.01 0.69 0.82 0.00 0.67 

10 0.35 0.02 0.84 0.00 0.01 0.93 0.84 0.00 0.56 
12 0.45 0.01 0.78 0.04 0.01 0.94 0.78 0.00 0.74 
14 0.08 0.01 0.77 0.42 0.00 0.83 0.79 0.00 0.54 

5 

6 0.50 0.01 0.94 0.00 0.01 0.83 0.84 0.00 0.77 
8 0.52 0.01 1.07 0.00 0.01 0.94 0.83 0.00 0.67 

10 0.45 0.01 0.85 0.00 0.01 0.77 0.86 0.00 0.62 
12 0.45 0.01 0.81 0.03 0.02 0.69 0.73 0.00 0.76 
14 0.26 0.02 0.87 0.00 0.02 0.73 0.77 0.00 0.52 

 
Table 5 Computational results on the Large-scale problems 

Problem m SA LAHC PSO 
𝑇𝑇𝑝𝑝 𝑇𝑇𝑝𝑝 𝑆𝑆𝑝𝑝 𝑇𝑇𝑝𝑝 𝑇𝑇𝑝𝑝 𝑆𝑆𝑝𝑝 𝑇𝑇𝑝𝑝 𝑇𝑇𝑝𝑝 𝑆𝑆𝑝𝑝 

1 

42 0.66 0.01 0.92 0.33 0.01 0.79 0.57 0.00 0.72 
44 0.69 0.00 0.80 0.85 0.00 0.90 0.48 0.00 0.75 
46 0.33 0.01 0.75 0.00 0.02 0.83 0.85 0.00 0.69 
48 0.32 0.01 0.69 0.47 0.01 0.76 0.64 0.00 0.67 
50 0.31 0.01 0.65 0.65 0.00 0.75 0.29 0.00 0.64 

2 

42 0.57 0.01 0.81 0.24 0.01 0.83 0.63 0.00 0.68 
44 0.00 0.02 0.80 0.18 0.02 0.83 0.99 0.00 0.61 
46 0.38 0.01 0.77 0.41 0.01 0.79 0.59 0.00 0.52 
48 0.45 0.01 0.81 0.31 0.02 0.76 0.77 0.00 0.72 
50 0.36 0.01 0.80 0.58 0.01 0.90 0.64 0.01 0.73 

3 

42 0.46 0.01 0.71 0.11 0.01 0.80 0.71 0.00 0.66 
44 0.37 0.01 0.85 0.16 0.01 0.70 0.67 0.00 0.78 
46 0.53 0.01 0.77 0.27 0.01 0.82 0.59 0.00 0.67 
48 0.48 0.01 0.68 0.31 0.01 0.91 0.51 0.00 0.68 
50 0.41 0.01 0.72 0.91 0.00 0.74 0.23 0.00 0.68 

4 

42 0.35 0.01 0.81 0.00 0.02 0.76 0.71 0.00 0.64 
44 0.24 0.01 0.74 0.39 0.01 0.83 0.64 0.00 0.66 
46 0.31 0.01 0.31 0.00 0.02 0.85 0.85 0.00 0.67 
48 0.69 0.00 0.78 0.41 0.01 0.81 0.34 0.00 0.56 
50 0.46 0.01 0.76 0.71 0.00 0.85 0.53 0.00 0.68 

5 

42 0.38 0.01 0.80 0.09 0.02 0.84 0.70 0.00 0.63 
44 0.44 0.01 0.82 0.00 0.02 0.81 0.83 0.00 0.50 
46 0.08 0.01 0.83 0.00 0.02 0.92 0.99 0.00 0.56 
48 0.33 0.01 0.71 0.50 0.02 0.88 0.59 0.00 0.67 
50 0.26 0.01 0.78 0.00 0.02 0.95 0.92 0.00 0.64 
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Fig. 3 Some Pareto fronts of different instances 

6. Conclusion 
In this paper, a multi-objective human-robot collaborative assembly line balancing problem that 
takes into account production efficiency and carbon emissions is investigated. A mixed-integer 
programming model is proposed which considers a cross-station task design. This design is in-
tended to improve the assembly line's overall production efficiency and flexibility. A particle 
swarm optimization algorithm is devised to solve the problem. The performance of the proposed 
particle swarm optimization algorithm is validated by comparing against simulated annealing 
and late acceptance hill-climbing algorithms. 

The model and algorithm proposed provide some management insights for production in the 
real world: (1) for assembly line designers, this research can provide a reasonable workstation 
configurations for HRC production in terms of the goals of production efficiency and carbon 
emissions; (2) for production managers, the model proposed in this paper can enable them to 
have a clear understanding of the constitution of carbon emissions in the production process. 

In future work, the design for the collaboration of human workers and robots within the 
same station can be studied. Further, the ALBP with various levels of automation can be exam-
ined and contrasted, and management recommendations for the automation transition of small 
and medium-sized businesses will be offered. Additionally, the research problem can be trans-
formed into a hybrid ALBP-HRC problem by eliminating the assumptions of the single product 
and the straight AL structure. Finally, the solution methods, such as deep-learning and machine 
learning algorithms are worth researched. 
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